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PREFACE

This Publication contains the Contributed papeid Abstracts of Invited
lectures, Topical invited lectures, Progress repa@hd associated Workshop
lectures that will be presented at the™23ummer School and International
Symposium of the Physics of lonized Gases — SPI3.20he symposium will be
held at the Serbian Academy of Sciences and Art8efgrade, Serbia, from
August 26" — 29" 2014. It is organized by the Institute of PhysRsigrade,
University of Belgrade and Serbian Academy of Soésnand Arts, under the
auspices and with the support of the Ministry ofué&ation, Science and
Technological Development, Republic of Serbia.

A rare virtue of the SPIG conference is that it @sva wide range of
topics, bringing together leading scientists woiltkvto present and discuss state-
of-art research and the most recent applicatiohss tstimulating a modern
approach of interdisciplinary science. The Invilectures and Contributed papers
are related to the following research fields: Ator@iollision Processes (Electron
and Photon Interactions with Atomic Particles, He®article Collisions, Swarms
and Transport Phenomena), Particle and Laser Beaenattions with Solids
(Atomic Collisions in Solids, Sputtering and Depimsi, Laser and Plasma
Interaction with Surfaces), Low Temperature Plasifflasma Spectroscopy and
other Diagnostic Methods, Gas Discharges, Plasn@iégtions and Devices) and
General Plasmas (Fusion Plasmas, Astrophysical m@gasand Collective
Phenomena). Additionally, the ®PIG encompasses three workshops that are
closely related to the conference topics: the wwoskson Dissociative Electron
Attachment (DEA), the workshop on X-ray Interactieith Biomolecules in Gas
Phase (XiBiGP) and thé%dnternational Workshop on Non-Equilibrium Processe
(NonEgProc). Overall, this book includes abstraxtg4 invited lectures and 114
contributed papers.

The Editors would like to thank the members of tBeientific and
Advisory Committees of SPIG 2014 for their effoits proposing the invited
lectures and review of the contributed papers, el as the chairmen of the
associated workshops for their efforts and helpriganizing the workshops and
selection of invited talks. We patrticularly acknedde the support of all members
of the Local Organizing Committee for their help time organization of the
Conference. We are deeply grateful to all sponsbrthe conference: SOLEIL
synchrotron, RoentDek Handels GmbH, Klett izd#&ea kuwta d.o.o., Springer
(EPJD and EPJ TI), IoP Publishing (loP ConferenegeS), DEA club, Austrijski
kulturni forum (Kulturforum Belgrad), Institut frgais de Serbie and Balassi
Institute — Collegium Hungaricum Beograd.

Finally, we would like to thank all the invited spe&rs and participants for
taking part in 2% SPIG and to wish them a pleasant stay in Belgriadpjred and
valuable moments and a very successful conference.

Editors: Dragana Matj Aleksandar R. Milosavlje¥i and Zoran Mijatoi
Belgrade, 2014
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27th SPIG Atomic Collision Processes
Invited Lecture

THE ROLE OF HIGH-ENERGY |ON-
ATOM/MOLECULE COLLISIONSIN
RADIOTHERAPY

DZevad Belké

Karolinska I nstitute, Oncol ogy-Pathol ogy, Stockholm, Sweden

We review state-of-the-art quantum-mechanical theories of fast ion-atom and ion-
molecule collisions with a focus on the variety of applications to hadron therapy
of deep-seated tumors. The challenges for the theory are multifaceted, especially
at intermediate impact energies where the otherwise powerful perturbation
methods are of limited applicability. Non-perturbative methods are expected to be
more adequate for this particular energy region. The other level of challenges for
theoreticians encompasses collisions with participation of two and more active
electrons. We present some leading classical, semi-classical and quantum-
mechanical methods from ion-atom and ion-molecule collisions that could be
readily extended to a wider class of bio-molecular targets of direct relevance to
cancer therapy by energetic light ions. This is possible because the existing
atomic collision physics methods can be adapted to bio-molecular targets without
undue difficulty, by using molecular wave functions in terms of linear
combinations of Slater-type orbitals. The next step would be to incorporate these
methods into several powerful Monte Carlo simulations of energy losses of ions
transported through tissue-like materials alongside their secondary particles
(electrons and lighter nuclei). Very recently, the first results along these lines
have been reported. We suggest avenues for more favorable cross-talk on a deeper
and more fruitful level, especially for the benefit of patients with cancer
undergoing hadron therapy.

Acknowledgements. This work is supported by Radiumhemmets-
forskningsfonden, FoUU & Cancerfonden.
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THE TWO SIDESOF THE ELECTRON IN FEBID:
FRAGMENTATION OF MOLECULES
AND MOLECULAR SYNTHESIS

Petra Swiderek, Jonas Warneke

University of Bremen, Institute of Applied and Physical Chemistry,
Bremen, Germany
swiderek@uni-bremen.de

Focused Electron Beam Induced Deposition (FEBID) is a very promising direct
deposition technique for nanofabrication capable of producing free-standing 3D
structures of sub-10 nm size. FEBID relies on electron-driven fragmentation at a
surface of volatile precursor molecules. Ideally, their central metal or metalloid
atoms define the nature of the deposited material while the ligands responsible for
the volatility dissociate from the central atom and desorb completely from the
surface. For example, the precursor Fe(C§@glds pure Fe deposits under
ultrahigh vacuum conditions [1]. However, in many cases ligand material is
embedded in the deposit and deteriorates its properties. As an extreme case,
trimethyl(methylcyclopentadienyl)-platinum(lV) (MeCpPtileyields a deposit

with composition Pt:C = 1:8 [2] indicating that only one methyl group becomes a
volatile fragment. Loss of one methyl group also dominates dissociative electron
attachment (DEA) to MeCpPtMegointing to the important role of low-energy
seondary electrons in FEBID [3]. However, beside incomplete fragmentation
also electron-induced formation of new bonds can lead to less volatile material.
For example, the electron-induced synthesis of ethylamine from ethylene and
ammonia [4] and, more relevant to FEBID, the trapping of methyl fragments by
the precursor ligand acetylacetone [5] will be discussed together with potential
strategies towards the development of better FEBID precursors.

Acknowledgements: This work was conducted within the framework of the
COSTAction CM1301 (CELINA).
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RECENT RESULTSFOR ELECTRON
SCATTERING FROM ATOMSAND MOLECULES

M. J. Brunget? S. J. Buckmait, D. B. Jone$ L. Chiarf, Z. Pettifet,
G. B. da Silva® M. C. A. Lope$§, H. V. Duqué®, G. Garcij
M. Hoshind and H. Tanaka

Centre for Antimatter-Matter Studies, CAPS, Flinders University,
GPO Box 2100, Adelaide, SA 5001, Australia
?nstitute of Mathematical Sciences, University of Malaya,
Kuala Lumpur, Malaysia
3Centre for Antimatter-Matter Studies, AMPL, Australian National University,
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“School of Chemical and Physical Sciences, Flinders University,
GPO Box 2100, Adelaide, SA 5001, Australia
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Abstract. In this plenary lecture we present recent cross section results for low
and intermediate energy electron scattering from a range of atoms and molecules.
Where possible those data will be compared against corresponding results from
theoretical calculations, with the relevant conclusions pertaining to the
fundamental scattering behavior being drawn in each case. For each target
species, the importance of the cross sections in understanding applied phenomena
such as atmospheric plasmas, low-temperature laboratory plasmas, discharges and
in simulating charged-particle tracks in matter will also be examined.
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SOME RECENT DEVELOPMENTS IN
EXPERIMENTAL POSITRONIUM PHYSICS

D. B. Cassidy

Department of Physics and Astronomy, University College London. Gower
Street, London WC1E 6BT, UK.

The use of a Surko-type buffer gas trap [1] has made it possible to turn ordinary
neon-moderated d.c. positron beams [2] into devices that can deliver high quality
cold positrons for high resolution scattering studies [3] or pulses containing up to
107 positrons in a ns burst [4]. The latter can be used to make a “gas” of
positronium having a pressure of around 1 Torr, which in turn can be probed with
pulsed lasers in much the same way as any other atomic species. The ability to
create a Ps gas makes feasible a vast array of hitherto impractical or impossible
experiments, such as the production of molecular positronium [5]. In this talk |
will discuss some experiments in which excited atomic states of Ps can be created
and studied, including Doppler-free 2-photon state-selective production of
Rydberg Ps [6] and electrostatic manipulation thereof [7], measurement of the
spin polarization of a positron beam via optical excitation of n=2 Ps states with
circularly polarized light in a magnetic field, and the production of e'A
complexes via collisions with Rydberg Ps atoms [8]

Acknowledgements: This work is supported in part by the UK EPSRC
(EP/K028774/1), the Leverhulme trust (RPG-2013-055) and the ERC (CIG-
630119).
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Following the recent advances of the ultrafast laser technology, table-top
extreme ultraviolet (XUV) sources have provided novel ways to achieve real-
time manipulation of electron dynamics by means of attosecond XUV light
coupled with strong laser fields in a time-resolved manner [1]. Only recently
though it was realized that the multicolor VUV and XUV radiation, produced by
the strong laser field in a process of high-harmonic generation (HHG), can be
used as a spectroscopy tool for coherently controlling electron and nuclear wave
packet dynamics on attosecond time scales [2-5].

Inthistalk, | will give several examples of how ultrashort laser and laser-driven
XUV radiation can be used to coherently control electron and nuclear
wavepacket dynamics in small atoms and molecules by means of two-pathway
electron wave-packet interferences, and | will introduce the Extreme Light
Infrastructure (EL1) project. In particular, | will talk about the scientific roadmap
of the attosecond ELI-ALPS user-oriented facility currently being built in
Szeged (Hungary), and prospects for using the ELI-ALPS scientific
infrastructure in the future laser-driven attosecond X-Ray time-resolved
experiments.
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POSITRON INTERACTIONSWITH ATOMSAND
MOLECULES

Roisin Boadle', Joshua Machacek®, Emma Anderson’, Luca Chiari®, Michael
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Stephen Buckman®, James Sullivan®
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*Institute of Physics, University of Belgrade, Serbia
®James Cook University, Townsville, Australia

The availability of high-resolution, high-flux positron beams from Surko traps has
transformed the positron scattering field in recent years. Absolute, state-resolved
experiments are now relatively common, and accurate measurements of total and
differential scattering, as well as positronium formation and annihilation cross
sections and rates are available for arange of target species.

This talk will attempt to highlight some of the recent advances in the field that
have been stimulated by the use of the new beam technologies. These will
include absolute cross section measurements, searches for positronic complexes
(resonances and bound states), interactions with biologically relevant molecules
and the modeling studies that have flowed from them, and studies of channel
coupling in positron scattering.

Future plans and potential applications of positron collison physics in
biomedical imaging will aso be highlighted.

Acknowledgements: Thiswork is supported by the Australian, Spanish and
Serbian governments.
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CHIRALITY REVEALSELECTRONIC/NUCLEAR
MOTION COUPLINGS
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Electron/nuclei motion coupling accompanying excitation and
relaxation processes is a fascinating phenomenon in molecular dynamics. A
striking example of such an unexpected coupling is presented here in the context
of Photoelectron Circular Dichroism (PECD) measurements on randomly-
oriented, chiral methyl-oxirane[1] and trifluoro-methyl-oxirane molecules,
unaffected by any continuum resonance. We show in particular that the
forward/backward asymmetry in the electron angular distribution, with respect to
the photon axis, that is associated with PECD, can surprisingly reverse direction
according to the ion vibrational mode excited, aclear breakdown of the usual
Franck-Condon assumption. A simple yet reaistic model calculation is used to
understand this phenomenon.

T T
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Photon Energy (eV)

Figure 1. Photoelectron spectrum (black) and circular dichroism (red circles)
measured on methyl-oxirane with circularly polarized light of 10.4 eV,
corresponding to the HOMO photoionization. The inset shows the Abel inverted
photoelectron dichroic image.
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LATEST DEVELOPMENTS IN LOW
ENERGY ELECTRON MOLECULE
SCATTERING: THE R-MATRIX
APPROACH

Jimena D. Gorffnkiel

Department of Physical Sciences, The Open University, Walton Hall,
Milton Keynes, UK

The study of low-energy electron-molecule collisions has attracted increased
interest over the last decade. Scattering data is required for the modelling of
a number of physical processes and environments: from indus- trial plasmas
to the description of the interaction of radiation with biologi- cal matter,
the understanding of the formation of molecules and ions in the interstellar
medium and the modelling of focused electron beam induced de- position.
Data is therefore needed for more targets and more scattering pro- cesses
than ever before. This need has lead to the development of method- ology
and techniques (as well as their computational implementation) that are
helping us gain a more sophisticated understanding of electron-molecule
interactions.

The R-matrix method [1] has been applied to the study of low- energy elec-
tron (and positron) collisions with molecules for some time. One of its most
sophisticated computational implementations is the UKRmol suite [2,3] that
puts particular emphasis in the description of electroni- cally inelastic pro-
cesses and the formation of temporary negative ions (res- onances) in which
the electron attaches to the target molecule after elec- tronically exciting it.
In my talk, T will describe recent applications of the method (and software)
to a number of processes and targets, e.g. formation of core-excited reso-
nances in DNA bases [4]. T will discuss recent and future developments that
will allow us to provide a better insight into electron and positron scattering
from molecules.
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THE IST-LISBON DATABASE ON LXCAT

L.L. Alves

Instituto de Plasmas e Fusdo Nuclear, Instituto Superior Técnico,
Universidade de Lisboa, Av. Rovisco Pais,1049-001 Lisboa, Portugal

The LXCat project (www.Ixcat.net) [1] is an open-access website for collecting,
displaying, and downloading electron and ion scattering cross sections (also
differential), swarm parameters (transport parameters and rate coefficients),
interaction potentials, oscillator strengths and other data essential for modeling
low-temperature plasmas. On-line tools enable importing, exporting, plotting and
comparing different sets of data. The available databases have been contributed
by members of the community around the world and are indicated by the
contributor's chosen title. Anyone willing to contribute to this project should
contact Ixcat.info@gmail.com for instructions on how to take part.

At present, LXCat offers 16 databases containing sets of cross sections for
electron scattering from ground-state neutral atoms and molecules, covering a
range of energies from thermal up to 100’s of eV and higher. The LXCat team
has been making systematic inter-comparisons of cross section data and
comparisons of calculated and measured swarm parameters [2-4].

This presentation will focus on the status of the data available for electrons on
the IST-LISBON database with LXCat, which contains the most up-to-date
electron-neutral collisional data (together with the measured swarm parameters
used to validate these data) resulting from the research effort of the Group of Gas
Discharges and Gaseous Electronics with Instituto de Plasmas e Fusdo Nuclear,
Instituto Superior Técnico, Lisbon, Portugal. Presently, the IST-LISBON
database includes complete and consistent sets of electron scattering cross
sections for argon, helium, hydrogen, nitrogen, oxygen and methane.

Acknowledgements: This work is partially supported by Fundagdo para a
Ciéncia e a Tecnologia, under Project Pest-OE/SADG/LAO0 010/2013.

REFERENCES

[1] S. Pancheshnyi et. al., Chem. Phys. 398, 148 (2012).

[2] L.C. Pitchford et. al., J. Phys. D: Appl. Phys. 46 334001 (2013).
[3] L.L.Alveset.al., J. Phys. D: Appl. Phys. 46 334002 (2013).

[4] M.C. Bordage et. al., J. Phys. D: Appl. Phys. 46 334003 (2013).

11



27th SPIG Atomic Collision Processes
Progress Report

STABILITY OF NUCLEOSIDESIN THE GAS
PHASE UNDER IONISING RADIATION
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We have studied in the gas phase the fragmentation dynamics of
nucleosides following the ionisation by photons or ions. This approach
allows to understand at the molecular level the mechanisms involved in the
radiation damage.

Nucleosides are the building blocks of nucleic acids DNA and RNA. These
are macromolecules constituted of a nucleobase and a sugar linked by the
glycosidic bond. We have performed experiments with thymidine, on the
one hand, interacting with low-energy multiply charged ions (**0°* at 48
keV) at the GANIL facility in Caen (FR) applying multicoincidence mass
spectrometry (Fig. 1) and, on the other hand, with VUV photons at the
GASPHASE beamline of Elettra synchrotron light facility in Trieste (IT)
by PEPICO measurements. The experimental studies are supported by
molecular dynamics calculations provided by the UAM group in Madrid
(ES).

The first results indicate a low survival rate of the intact molecule and
predominantly a cleavage of the glycosidic bond accompanied with
hydrogen transfers occurring between the base and sugar fragments and
inside both of them. Specific fragmentation pathways are observed for
nucleoside compared to separate base and sugar studies.
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Figure 1. Mass spectrum of charged products from thymidine after the
interaction with O%* @48keV ions.
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MONTE CARLO MODELING OF POSITRON
TRANSPORT IN EXPERIMENTAL DEVICES AND
APPLICATIONS

Srdan Marjanovi¢

Institute of Physics, University of Belgrade, Pregrevica 118, 11080 Belgrade,
Serbia

Using our Monte Carlo simulation, we have modeled three different systems
which are based on positron transport. The first model describes the operation of a
standard Surko type buffer gas positron trap [1] which is the primary tool for
positron research. Additionally we propose a dlight change in the design,
switching from N, as the primary trapping gas to CF, which is expected to
provide higher positron yields. The second model investigates the mechanism
behind the rotating wall compression of a trapped positron cloud in a single
particle regime [2]. We aso offer an explanation of the effect, which is caused by
a form of resonant radial transport and we identify collison processes that
contribute to the compression. The third positron application that we model is
thermalization of positrons and induced secondary electrons in positron irradiated
tissue. We analyze trajectories of positrons, and their products through water
vapor, which simulates living tissue. We calculate profiles of energy, deposited
by particles, and ranges of positrons and electrons that are relevant in determining
the dosage that a patient receives during a positron tomography scan. We
additionally improve the model by modifying a fraction of water molecules by
adding a cross-section for dissociative attachment for CH, which effectively
represents breaking of the C-H bond. The results show that both positrons and
secondary electrons trigger this event, but at different energy and spatial range.

Acknowledgements. This work was supported by the Grants No.
ON171037 and 11141011 from the Ministry of Education, Science and
Technological Development of the Republic of Serbia.
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ELECTRON ATTACHMENT TO ¢-C4F0:
DYNAMICSAND IMPLICATIONSFOR PLASMAS

Radmila Jangova, Jaroslav Késekand Juraj Fedor

University of Fribourg, Chemistry Department, Ch. du Musée 9, CH-1700,
Fribourg, Switzerland

The cyclic ether perfluorotetrahydrofuran (octafluorotetrahydrofuran, c-C4F80)
recently attracted lot of attention due to its electron attachment properties. This
molecule can serve as a suitable substituent for plasma processing gasses. It has
been already applied in Cherenkov radiation detectors [1] and it might effectively
replace high voltage insulating gasses (SF6) as it is environmentally more
acceptable [2]. Since the fundamentals of,EgO electron driven processes for
these applications are not well known, we have performed a detailed experimental
study.

We present partial absolute cross sections for negative-ion formation from
electron attachment to B0 in the energy range of 0-6 eV. Besides rich
fragmentation pattern from dissociative electron attachment mainly formed at
electron energies around ~1.7 eV, ~2.5 eV and ~3.4 eV, we have observed long-
lived parent anion (216 m/z) formed in 0.9 eV resonance. The experiment itself
has been performed by the use of a quantitative DEA spectrometer with
trochoidal electron monochromator in combination with ion time-of-flight (TOF)
analyzer [3]. The measurements for absolute cross sections have been executed in
a mixture of studied molecule cH&0 together with C@and HCOOH used as a
calibration gasses with known cross sections and positions of resonances [4].

Acknowledgements. This work has been partially supported by SCIEX
NMS-CH programme of CRUS, the project NO 12.224 - IDEA, and project NO
PZ00P2_132357/1 of the Swiss National Science Foundation.
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MOLECULAR CLUSTERS: RADIATION
INDUCED PROCESSESAND METHODSTO
CONTROL NEUTRAL BEAMS

R. Pandey, M. Ryszka, M. Dampc, S. Eden

Department of Physical Sciences, The Open University, Milton Keynes,
MK7 6AA, United Kingdom

Radiation induced processes in biomolecules have been investigated intensively
in order to better understand the fundamental processes that can initiate DNA
lesions. Measurements on hydrogen-bonded complexes, compared to studies of
isolated molecules, enable closer analogies to be drawn with biological
environments where different unimolecular or intermolecular reactive pathways
play important roles. Our electron impact ionization and UV multi-photon
ionization (MPI) experiments on gas-phase and clustered nucleobases have
demonstrated strong effects of the hydrogen-bounded cluster environment on
fragmentation patterns [1, 2]. Further measurements of the ions kinetic energies
produced by MPI thymine clusters have provided new insights into proton
transfer and dissociative ionization processes. A major challenge in analyzing
radiation-induced processes in clusters is the broad distribution of sizes and
configurations produced by supersonic expansion sources. To overcome this
limitation we designed novel experimental setup, involving mass selection of
cluster anions using quadrupole mass spectrometer. The resulting anions will be
neutralized by electron photo-detachment from weakly bound anionic states, with
minimal change in stability and hence dissociation [3]. Our aim is to use the
method to determine absolute electron attachment cross sections and thereby
investigating significant clustering effects that have been predicted theoretically

[4].
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LOW ENERGY ELECTRON INTERACTIONWITH
TYPICAL FOCUSED ELECTRON BEAM INDUCED
DEPOSITION PRECURSOR

Rachel Thormah Julie Spencér Joseph A BrannaRaLisa McElwee-Whitd
Howard Fairbrothérand Oddur Ingélfssdn

!Department of Chemistry, University of Iceland, Reykjavik, Iceland
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Interactions of low energy electrons (LEES) with precursor molecules have an
important role in focused electron beam induced deposition (FEBID), in which
LEEs are abundafff. Due to the impact of the primary electron beam, low
erergy secondary electrons are emitted from the surface, both inside and outside
the radius of the incident electron be&hiTwo candidate channels for LEE-
induced molecular dissociation in FEBID are dissociative electron attachment
(DEA) and dissociative ionization (DI). These processes likely contribute to
adverse effects associated with FEBID, such as deposit broadening and co-
deposition of ligands and ligand fragments from the organometallic precursor
molecules. The ultimate goal of this research is to perform a systematic study on
the role of LEEs in precursor molecule dissociation in both the gas phase and the
condensed phase, and thus distinguish the dominating processes for different
molecular classes. Additionally, this research looks to characterize novel
organometallic compounds as potential FEBID precursors.

This progress report will discuss recent DEA, DI, and surface studies performed
on one such organometallic compoumehllyl ruthenium tricarbonyl bromide.
Ultimately, a suite of gas phase, surface, and in-situ FEBID studies will be
performed on this molecule, as well as several other organometallic and metal
carbonyl species, in order to elucidate the role of different low-energy electron
induced processes in the FEBID nanofabrication process.

Acknowledgements: This work is supported by the Icelandic Research Fund
(RANNIS) and the University of Iceland Research Fund. This work was
conducted within the framework of the COST Action CM1301 (CELINA).
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ELECTRON TRANSFER UPON POTASSIUM
COLLISIONSWITH BIOMOLECULES
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Electron driven reactions play an important role as far as biological systems are
concerned. Proteins activity and functionality depends on the their structure.
Depending on the biological function, proteins can act as catalysts, storage and
transport of different molecules, support and shape of the cells, just to mention a
few. The building blocks of the proteins are amino acids, that are in a specific
sequence giving to the polipetides the compact shape that contains coils, zigzags,
turns or loops. However, such can be disturbed within the physiological
environment upon electron capture as a result of radiation induced processes.
Understanding low-energy electrons induced decomposition, allows a proper
description of the underlying molecular mechanisms. Electron transfer through
the chain of amino acids can induce fragmentation leading to the loss of integrity
of a protein. Electron transfer studies in potassium collisions with amino acids
and simple carboxylic acids, as acetic acid, have been studied in order to
understand how low energy electrons induced fragmentation via negative ion
formation. [1, 2] In the present communication single amino acids as alanine,
valine and tyrosine and also acetic acid decomposition upon collisions with
potassium atoms will be presented in order to elucidate their fragmentation
pathways.

Acknowledgements: FFS acknowledge the FCT-MEC
SFRH/BPD/68979/2010, PEst-OE/FIS/UI0068/2011 and PTDC/FIS-
ATO/1832/2012 grants.
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ABSOLUTE DIFFERENTIAL CROSS SECTIONS
FOR ELASTIC ELECTRON SCATTERING FROM
SMALL BIOMOLECULES

J. B. Maljkovit

Laboratory for Atomic Collision Processes, Institute of Physics Belgrade,
University of Belgrade, Pregrevica 118, 11080 Belgrade, Serbia

E-mail: jelenam@ipb.ac.rs

The experimental investigation of electron interaction with biomolecules that are
analogues to building blocks of DNA (furan, 3-hydroxytetrahydrofuran and
pyrimidine) and proteins (formamide, N-methylformamide), at medium incident
electron energies 40 — 300 eV, is presented. Motivation for this investigation
came from the radiation damage research and a need to understand the role of
secondary electrons formed by high-energy particles [1]. The accurate cross
sections obtained under well-defined conditions may thus represent starting
parameters in a more complex modeling. The experimental procedure includes
the measurement of both relative and absolute cross sections (using the relative
flow method) for elastic electron scattering from biomolecules, as well as the
measurement of kinetic energy distribution of positive ions. Experimental results
are compared with theory, based on a corrected form of independent atom model,
Screen Corrected Additivity Rule (SCAR) [2], showing a good agreement.

Acknowledgements: The work was supported by the Ministry of Education,
Science and Technological Development of Republic of Serbia (Project No.
171020) and motivated by the COST Action MP 1002 (Nano-IBCT).
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ELECTRON — INDIUM ATOM SCATTERING AND
ANALYSIS OF ELECTRON AND OPTICAL
SPECTRA

Maja S. Rabaso¥i

! nstitute of Physics, University of Belgrade, Belgrade, Serbia

Presented is an overview of experimental study of indium atom using electron and
optical spectroscopy. Both experimental techniques including experimental setups
[1, 2] are described. Differential and integrated cross sections on elastic and
inelastic electron scattering by indium atom were measured using electron
spectrometer. The measurements were performed at incident electron energies of
E, = 10, 20, 40, 60, 80 and 100 eV. Optical spectra of In | and In Il lines have
been acquired by a streak camera [2, 3]. Plasma was generated using Nd:YAG
laser. In | and In 1l emission lines in the time domains ranging from 500 ns to 20
us are presented in Fig. 1.

Figure 1. Time resolved LIBS streak images of pure indium sample with time
range from 500 ns to 2@:s..

Acknowledgements:This work has been done within the project MESTD
RSOl 171020.
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SINGLE ELECTRON CAPTURE IN FAST ION-
ATOM COLLISIONS

Nenad Milojevi¢

Department of Physics, Faculty of Sciences and Mathematics
University of Ni§, P.O.Box 224, 18000 Ni§, Serbia

Single-electron capture cross sections in collisions between fast bare projectiles
and heliumlike atomic systems is investigated by means of the four-body
boundary-corrected first Born (CB1-4B) approximation. The prior and post
transition amplitudes for single charge exchange encompassing symmetric and
asymmetric collisions are derived in terms of twodimensional real integrals in
the case of the prior form and five-dimensional quadratures for the post form.
The dielectronic interaction Vi» = 1/rio= 1/[ry-15] explicitly appears in the
complete perturbation potential V; of the post transition probability amplitude
T+ Anillustrative computation is performed involving state-selective and total
single capture cross sections for the p - He (prior and post form) and He*"; Li*";
Be*:B*";:C* -He (prior form) collisons at intermediate and high impact
energies. We have also studied differential cross sections in prior and post form
for single electron transfer from helium by protons. The role of dynamic
correlations is examined as a function of increased projectile energy. Detailed
comparisons with the measurements are carried out and the obtained theoretical
Cross sections are in reasonable agreement with the available experimental data.
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SIMULATION AND MODELING OF
RESISTIVE PLATE CHAMBERS

D. BoSnjakowt, Z.Lj. Petrovt and S. Dujko

Ingtitute of Physics, University of Belgrade,
Pregrevica 118, 11080 Belgrade, Serbia

Due to their excellent timing resolution and good spatial resolution, Resistive
Plate Chambers (RPCs) became one of the most commonly used gaseous particle
detectors, mainly for timing and triggering purposes in high energy physics
experiments. Despite of their simple construction, which often consists of a single
gas gap between the electrodes of highly resistive material (e.g. glass or bakelite),
their modeling is not an easy task. A complete model of these devices must
consider three distinct physical processes: 1) primary ionization, i.e. interaction
between the high energy particle and the gas, 2) charge transport and
multiplication in the gas, and 3) signal generation and electrode relaxation effects.
We focus on the first two processes and discuss their effects on the main
performance characteristics of an RPC such as timing resolution and detection
efficiency. Then, we review different approaches in RPC modeling. Finally, we
present our “microscopic” RPC model where each electron and its collisions with
the gas are followed using a Monte Carlo technique. This approach demands the
use of high performance computing facilities and can be considered as a nearly
exact model for relatively low values of signal threshold corresponding to about
10° electrons in the gas gap. The results for timing resolution and efficiency of a
specific timing RPC with 0.3 mm gas gap and a gas mixture of 85¥F; + 5%
is0-C4H1o + 10% Sk are compared with experimental values [1] while taking into
acount different cross section sets for electron scattering J4f,Fz. The
comparison is also made with an analytical model [2] for timing distribution of
electron avalanches and possible causes of slight deviations are discussed.

Acknowledgements: This work is supported by MPNTR, Serbia, under the
cortract number OI171037.
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CALCULATIONS OF THE IONIZATION RATE
FOR HYDROGEN ATOM IN ELECTRIC FIELD
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Abstract. Applying two different methods, the complex rotation and the wave
packet propagation method, the position and width of the lowest (resonant) state
of hydrogen atom in external electric field are calculated for different field
strengths. Using these results the validity of Landau formula for ionization rate in
the tunneling regime is demonstrated.

1. INTRODUCTION

Ionization of the hydrogen atom in external electric field is a problem
which is many times considered using different theoretical methods. Since the
Hamiltonian of the system (here we use the atomic units)

2
H=t"_1_p, (1)
2
is separable in parabolic coordinates, for small values of the strength of electric
field F it was possible to obtain approximate analytical expressions for the
energy levels as functions of F, as well as the ionization rates when the atom is
in the ground state (the so-called Landau formula) [1]

W=;exp[_ ;j @)

The latest expression essentially determines the probability (per unit time) of the
ionization of a hydrogen atom in an electric filed due to the electron tunneling
through the potential barrier formed by the nuclear Coulomb potential and the
constant external field (see Figure 1). A consequence of the presence of this
finite barrier is that all states of the system described by Hamiltonian (1) have in
fact the resonant character and formula (2) also determines the width of the
lowest state.
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Even today the hydrogen atom in constant electric field is frequently
used as a good example for testing new theories and methods treating the
problems with a perturbation which makes the spectrum continuous. Finally,
within the so-called static filed approximation this problem may be the first step
in the analysis of ionization of atoms due to the absorption of electromagnetic
radiation. Here we analyze the lowest state of the system described by
Hamiltonian (1) by the use of two different methods: the complex rotation
method and the wave packet propagation method.

2. COMPLEX ROTATION METHOD

A resonant state w(r) can be regarded as an extension of the concept of
bound state in a sense that it is an eigensolution of the Schrdodinger equation
which asymptotically behaves as a purely outgoing wave (y(r) is not square
integrable, see Figure 1) with complex eigenenergy Eres. The real and imaginary
parts of Eres determine the energy (position) and the width of resonance, £ =
Re(Eres), I' = =2 Im(Eres). The basic idea of the complex rotation method (see e.g.
Ref. [2]) is to make the resonance wave function w(r) square integrable by a
complex rotation of the coordinate, w(r) — wy(r) = 1//(619 r), where 6 is a real
parameter called the ‘rotation angle’. Such a ‘rotated’ state wy(r) is an
eigenfunction of the so-called complex rotated Hamiltonian H, obtained from the
original Hamiltonian H by the transformations r — ¢“ r, p — ¢ p. The
spectrum of Hamiltonian (1) can be computed by diagonalizing the
corresponding rotated Hamiltonian in a square integrable basis which is complete
in a sense that it covers the continuous part of the spectrum, too. For this purpose
we have used here the Sturmian basis [3]. Some results are shown in Table 1 as
well as in Figure 2.

3. WAVE PACKET APPROACH

Alternatively the resonant states can be studied using a time dependent
approach. If y(r,0) is an initial wave function (wave packet) one can calculate
the wave function w(r,f) at an arbitrary time ¢ by integrating the time dependent
Schrodinger equation. Technically, this method reduces to the construction of a
sufficiently accurate representation for the evolution operator U(Af), where At is
a small time step. Then, the wave function w(r,f) at a discretized time ¢ can be
obtained by integrating numerically the relation w(r,t +Af) = U(Af)y(r,f). The
energy spectrum for a given system can be obtained from the autocorrelation
function ¢(f), which is the overlap between the functions y(r.,f) and w(r,0), by
calculating its power spectrum (i.e. \FT[c(t)]|2, where FT[c(?)] is the Fourier
transform of c¢(¢)). In the power spectrum resonances appear as (approximate)
Lorentzian profiles containing the information about their positions (£) and
widths (I'). In order to calculate £ and I' for the lowest state of the system
determined by Hamiltonian (1), we choose for y(r,0) to be the unperturbed
ground state wave function of the hydrogen atom and calculate its evolution by
the use of a variant of the second-order-differential scheme [4]. Since y(r,0) for
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F >0 is not a stationary state, initially it moves periodically as a wave-packet in
the potential V' = —1/r —Fz. However, at each reflection from the potential barrier
a part of the packet transmits in the outer region, and after some time (~100 a.u.)
it reduces to an almost stationary state with well defined outgoing wave — the
resonance wave function y (see the top of Figure 1).

Figure 1. Bottom: The potential = —1/r —Fz (in cylindrical coordinates) for the
field strength F' = 0.05 a.u. and the corresponding lowest energy level E. The
vertical arrow shows the position of the saddle point (s.p.) of the potential
barrier. Top: The real part of the total wave function y corresponding to the
lowest level.

4. RESULTS

Table 1. The positions £ and widths I" of the lowest energy level of hydrogen
atom in external electric field for different field strengths F (all in atomic units)
obtained using the complex rotation (CR) and the wave packet (WP) methods.

F E (CR) T (CR) E (WP) T (WP)
0 0.5 0 0.5 0

0.05 ~0.5061 0.772E—4 ~0.5061 0.66E—4

0.10 ~0.5274 0.01453 -0.5276 0.01405

0.15 ~0.5511 0.06004 —0.5514 0.05878

0.20 ~0.5701 0.1212 ~0.5694 0.1212

0.25 ~0.5850 0.1895 ~0.586 0.192

The values for the energy (position) £ and width I" of the lowest state at
several strengths of electric field are shown in Table 1. The results obtained by
the two methods are mutually in a good agreement and also in agreement with
results of other authors [5]. Generally, the complex rotation method produces the
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results with higher accuracy, but the time dependent method gives a better
insight into dynamics of the ionization process. Roughly speaking, this process,
depending on the field strength, realizes either as the tunnel ionization if £ <V,
or as the over-barrier ionization if £ < V. Vg, is the value of the potential V" at
the saddle point of potential barrier (see Figure 1). It is found that £ = V, for FF =
0.065 a.u. Finally, we have compared the numerically obtained results with
Landau formula (2) (with the assumption that w = I') and confirmed that the
formula is valid in the regime of tunnel ionization (see Figure 2).

0 1 1
10 - 7 A
tunnel ionization over-barrier ionization

I' (a.u.)
85

F (a.u.)

Figure 2. The comparison between numerical data (complex rotation method)
for the width I of the lowest energy level of hydrogen atom in external electric
field F' (circles) and the formula (2) for the ionization rate w (full line). The
vertical dashed line denotes the value of the field (F = 0.065 a.u.) when the
lowest energy level is equal to the saddle point of the potential barrier.
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Abstract. The time symmetrized two-state vector model is adapted for
postselected quantum systems with effectively non-unitary evolutions. We
study the radiative decay 2p — 1s of the postselected hydrogen atom. The
effective lifetime 7.¢(t) is obtained for a model postselection, and accelera-
tion or attenuation of the decay due to the postselection is briefly discussed,
with emphases on the possible experimental applications.

1. INTRODUCTION

In recent times, some interesting systems and phenomena based on
the time-symmetrized two-state vector model (TVM) [1, 2, 3, 4] have been
considered theoretically; for example, the weak trace describing the past
of a quantum particle [5]. The practical applications of the so called weak
measurements on the postselected systems have also been demonstrated,
based on the their ability to enhance the measured experimental signal
[6]. Some intriguing experiments based on the TVM, such as determining
the "trajectories” of individual photons [8] and the wave function of the
photon itself [7], have been recently performed. In the cited experiments,
the weak measurements have been used, because in that case the reduction
of quantum state can be avoided. The ”strong” measurements, which could
also produce a series of intriguing results, have not gained such attention.

In the present article we apply the TVM to the quantum decay of
the postselected atomic systems. To concretize the problem, we analyze the
(radiative) decay of the hydrogen atoms, considering the 2p — 1s transi-
tions. That is, we derive the time-symmetrized survival probability Ps(t).
As a consequence of postselection, we obtain a modified ”decay law” in
comparison to the exponential decay Péo) (t) = exp(—t/7), where 7 is the
radiative lifetime in the absence of postselection. The survival probability
Ps(t) decreases in time with the effective lifetime 7o (t) different than 7.
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2. THEORETICAL MODEL

We assume that the atomic system is preselected at the time ¢, in
the state pi, = |5) (5], where |5) is the first excited atomic electronic state of
energy Eg; the ground state will be denoted by |a). For the postselection we
choose the "measurement” Ilg, = Ptin = |Vsin)(Psn|. We analyze the inter-
mediate survival probability Ps(t*) at the time ¢ = t*, on the postselected
(teleological) ensemble.

The probability Ps(t*) is given by

Tr (ﬁ1(t*)ﬂﬁ) Tr (/36 (tﬁn)ﬂﬁn)
Tr (ﬁo (tﬁn)ﬂﬁn>

Ps(t*) = : (1)

for g = |8)(B|. In Eq. (1), p1(t*) is the result of the time evolution
of the initial state p;, at the time of the intermediate measurement. By
considering the radiative transitions in the atomic systems standardly as
a consequence of the coupling of these systems to the field of photons,
we get: p1(t*) = e "MB)(B] + a(A))P|e)(al, where A; = ¢* — t;, and
la(Ai)] = V1 — e~T's8i. The quantity I's has the meaning of the transition
rate; the quantity 7 = 1/T'g is the lifetime of the level Eg. For the explicit
calculation of the survival probability we also need the expression pg(tan) =
p1(t*)/ A=A, where A = tg, — t*. In general, the quantity pg(tan) in Eq.
(1) depends on the particular experimental setup. In the considered case
we have po(tan) = exp (=LsA;)ps(tan) + la(Ai)]?|a){a|.

The postselection condition requires that the state |¥g,) is obtained
by measurement performed on the atomic system at the final time ¢ = tg,,.
By the choice of the particular postselection, providing that the teleological
ensemble could exist, we modify the dynamics of the radiative decay. We
consider the following postselection:

g = B 2)

VIt
where € is a complex parameter. By this kind of postselection, via the
parameter €, we can choose the desired fraction (percentage) of survived
excited atoms at the final time t = tg,, and analyze their behavior in the
time t = t* < tgy.
Finally, for the survival probability Ps(t*) we have:

Pe(t*) — 1+ |el? (eFﬁAf—l)
S( )_ 1+|€|2(eF5A—1)7

(3)

where A = tg, — t;y. To simplify the presentation of our results, we express
the parameter € in terms of the final survival probability Ps¢, namely we
take that Ps(ta,) = Pse; from this we get |e] = v/(1/Psr — 1) / (eTs2 —1).
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3. EFFECTIVE LIFETIME

We define the effective decay rate T'eg(t) by the following relation:
Cerr(t) = — [dPs(t)/dt] /Ps(t); the effective lifetime can be introduced as
Tet(t) = 1/Teg(t). The quantity 7es(t) can be obtained in the analytic
form; namely, for the survival probability given by Eq. (3), we get

T =7 |1 +et/7 (4)

P 7
1 — Pss ’

The effective lifetime can be easily controlled by choosing the Pgs by the
appropriate postselection condition; also, the effective lifetime depends on

the time of postselection tg, via the probability ’Pé?) = Péo) (thin)-
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Figure 1. Effective lifetimes 7eg.

In Fig. 1 we present the quantity 7.q(t) obtained from Eq. (4)
for the hydrogen atom postselected at different final times tg,. For a given
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final time, the effective lifetimes are considered for the atomic system post-
selected for Pgs = 0.2,0.5 and 0.8, as well as for Pgs = 0, and for "natural
postselection” Pgs = Pé(f)), i.e., for |e] = 1. For Pgr = 1, 7o = 0o. For the
natural postselection 7. (¢) = 7; in other cases, the quantity 7eg(t) could
be less or greater than 7 depending on the postselection and the final time.
This circumstance can be interpreted as acceleration and attenuation of the
decay, respectively, due to the postselection.

This conclusion could be of importance for the spectroscopy. That
is, if the measurement of the spectral line is performed in the postselected
atomic system such that 7eg > 7, which is the case for Pgs > Pé?) =
exp (—tan/7), we could obtain more precise values of the atomic energies
than in the absence of postselection, since the line width I'eg < I'g. Also,
the same effect potentially allows to gain better monochromaticity of radia-
tion, by collecting only those photons which originate from the postselected
atoms. Detailed analysis of these applications requires an additional work.
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Abstract. The photoelectron—valence electrons interaction results in self-trapping
of the ejected photoelectron by the remaining ion with the subsequent formation
of the 2 holes — 2 electrons state. The analysis of the C 1s photoemission spectra
of CO for photon energies 297 < hv < 305 eV in the X — 2 channel revealed
the ultrafast dissociation of the CO™"(Cls" 170'21%) molecular state.

1. INTRODUCTION

When a core hole is created in a molecule, dissociation is very likely to
occur following or during electronic relaxation. The main pathways to molecular
fragmentation are a result of the core-ionized species, which are metastable and
subsequently dissociate breaking chemical bonds or decay to multiply charged
molecular ions. But when the dissociation occurs on the same timescale as
electron decay, the process is defined as ultrafast dissociation, meaning that the
molecule may fragment on the same femtosecond scale as Auger decay. The
simplest molecular systems, in which core-to-valence transitions give start to the
ultrafast dissociation, are core excited diatomics such as HCI, HBr and Cl, [1, 2].
In the present work a new process resulting in the ultrafast dissociation is
considered. We show that there is an ultrafast dissociative 2 holes — 2 electrons
state in CO. It is originated from the photoelectron — valence electron (PEVE)
interaction leading to the attachment of the photoelectron ejected from C 1s level
to the remaining molecular ion and formation the core-valence excited CO**
molecule. To investigate the process the spectral distribution of the C 1s>c*
shape resonance in CO is inspected in more detail.

Shape resonances in X-ray absorption and inner-shell photoemission
from free molecules are associated with temporary trapping of the photoelectron
within the finite size potential (pseudopotential) barrier and subsequent tunneling
of the photoelectron through the barrier into the continuum. Spectral distribution
of oscillator strength for X-ray transitions in the shape resonance vicinity are
reasonably described as a convolution of asymmetric and symmetric Lorentzian
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and Gaussian line shapes [3]. The Lorentzian contibutions determine the
resonance lifetime that is originated by both the photoelectron trapping time and
the core-hole lifetime. The experimental data analysis confirms applicability of
this triple convolution approach to extract the lifetimes of the resonances in free
and bound nanosystems [3].

2. MAIN RESULTS

PEVE interaction [4, 5] leads to the complicated distortion of the shape
resonance profile. Our attention attracts the parallel % —> X transition near the C
Is shape resonance in the fixed-in-space CO molecule with emphasis on the
irregular spectral behavior in the interval 297 — 305 eV. The behavior is examined
in more detail in the works [6, 7]. The double core-valence excitations
superimpose with the 6*(Z) shape resonance. The double excitations are studied
in detail for the perpendicular X —> I transitions and are practically not studied
for the parallel 2 — 2. one because of the difficulties in observation of the later.
To study the double excitations in the 2 —> 2 channel we have analyzed more
precisely the experimental spectral distribution of oscillator strength at the o#(X)
shape resonance.

To describe the effect of the photoelectron recapture due to PEVE
interaction on the shape resonance the optical potential concept [4] is generalized.
We have computed the C 1s hole creation 6° and single-hole ionization " cross
sections for the X —> X transition in the near-edge spectral region using the
triple convolution approach [3], the optical potential concept [4] and the VDFN
model [8].

Black and grey symbols in figure 1 presents the experimental
photoemission spectra at the C 1s(X) = 6+#(X) shape resonance in the fixed-in-
space CO. The data are taken from the works [6] and [7] respectively. As the
first step to understand the complicated spectral distribution of oscillator strength
of C 1s T KX transitions for the photon energies 297 — 305 eV we have applied
the triple convolution and VDFN approaches [3, 8] (see also for more detail [9]).
The combination provides the description of the shape resonance in respect to the
vibronic coupling. However, in the case the coupling of elastic and inelastic
electron scattering effects is neglected. The dashed line in figure 1 displays the
best fit of the 6*(X) shape resonance. We note that the dashed line describes
reasonably the energy position and width of the shape resonance position but
does not reproduce the complicated spectral variations observed in the low-
energy side of the resonance.

To understand their origin, in the second step, we take into account
PEVE interaction: the photoelectron coming through the molecular barrier
interacts with valence electrons that form the barrier [4, 5]. As a result the barrier
has to be regarded as deformable. According to the work [4] we introduce the
optical potential V*'(k, r) = W(k, r) — iU(k, r). The imaginary part U(k, r)
describes the dissipation of the C 1s photoelectron through the molecular ion.
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The valence electrons are excited due to the photoelectron impact. It is evident
that the photoelectron impact plays particular role for the parallel transition when
the photoelectron moves predominantly along the molecular axis. Using the
optical potential we are able to describe the intramolecular interference of the
primary and scattered photoelectron waves taking the core-valence Cls”'Val,®
'Val, Val; excitations into account. This effect on the elastic scattering amplitude
is described by the second diagram:

Then, to investigate the experimental cross section in figure 1 we have included
the core-valence 26(Cls)'5 672, 26(Cls)'1n'2n%, 2 6(Cls)'5 6 "2 1 'Ryd"
(S=1)and 2 6 (Cls)'5 6 "2 n 'Ryd" (S=0) excited states. Their energy positions
and potential curve characteristics are taken from the works [6, 10].
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Figure 1. The experimental photoemission intensity near the C 1s(Z) 2 c*(X)
shape resonance in the fixed-in-space CO molecule, black and grey symbols are
taken from the works [6] and [7] respectively. The computed cross sections with
and without the photoelectron attachment are shown with[] solid and dashed
lines, respectively. The arrow 1 shows the position of the 26(C1s)" 127 state.

The account of the triplet 26(Cls) 5627, 2 6(Cls)'56 2 n'Ryd’
(S=1) and singlet 2 6 (Cls)'5c "2n'Ryd' (S=0) states (the arrows 2 and 3)
allows as to reproduce the irregular behavior of the shape resonance at 301 eV
(solid line in figure 1). In the work we do not discuss this spectral feature. By
analyzing the computed C Is hole creation and single-hole ionization cross
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sections with the experimental spectra we conclude that i) the C 1s photoelectron
ejected along the molecular axis with the kinetic energy K < 2 eV is effectively
attached to CO'(Cl1s™) with the subsequent appearance of the CO™ (Cls!1m
'21%) neutral molecular state, ii) the 2h-2¢ excited CO™" is originated by the C 1s
photoelectron impact of the 17 valence shell and iii) the inverse lifetime of the
state is = 2.2 eV. Specifically, the photoemission reaction gives rise to the fast
molecular dissociation. The photo- dissociative reaction is:

hv+CO = CO'(Cls™") +Ke oo 2 CO (Cls'In'21%) >
C'(Cls2ny + O'(1m'2mh).

The quasiatomic concept [4] is used to restore the repulsive molecular potential.
We also show that the C s photoelectron attachment plays also an important
role in forming the triplet and singlet CO ' (Cls'56'2n'Ryd") states [8].
However, in contrast to CO™ (Cls™1n'2n?) the fragmentation of CO™ (Cls'56°
'2n'Ryd' S =0 and 1) is determined by the C 1s Auger decay.

3. CONCLUSION

In the conclusion we note that the C 1s photoelectron ejected along the
molecular axis with the kinetic energy K < 2 eV is effectively attached to
CO'(Cls™) with the subsequent appearance of the CO™(Cls'Im'2n%) neutral
molecular state and the 2h-2¢ excited CO™ is originated by the C s
photoelectron impact of the 1x valence shell. The photoemission reaction gives
rise to the fast molecular dissociation.
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Abstract. Photoelectron-induced recoil effects have attracted our attention as a
probe of interatomic interaction in matter. The quasi-molecular recoil (QMR)
model allows restoring the interatomic potential in the bulk of solids. The model
is successfully applied for the description of the recoil effects in the C 1s
photoelectron spectra as well as in the neutron scattering in graphite. Our results
make evident the applicability of the photoelectron and neutron spectroscopic
techniques for the determination of interatomic potentials in bulk. Perspectives in
further investigations of the photoelectron- and neutron-induced recoil in matter
are discussed.

1. INTRODUCTION

Structure and properties of sp>-bonded materials are intensively studied
nowadays to utilize their peculiar characteristics in nanotechnology. The most
prominent examples are graphite, hexagonal boron nitride (h-BN) as well as
graphene and monolayer h-BN grown on various surfaces. Interatomic potentials
and strengths of chemical interactions in the materials vary substantially.
Different experimental techniques as X-ray absorption spectroscopy, inner-shell
photoemission and neutron scattering are successfully used to specify local
electronic and atomic properties of the materials.

Recently it was shown that the core™-photoelectron spectra measured in
high kinetic energy regime provide a sensitive probe of interatomic interaction
on surfaces and in bulk [1]. When the photoelectron kinetic energy K > 1000 eV
and the elastically scattered photoelectrons do not contribute essentially to the
core”'-photoelectron line the photoelectron-induced recoil dynamics controls its
shape and energy position. To extract the interatomic potential the quasi-
molecular recoil (QMR) model suggested in [1] is applied for the line shape
analysis. Taking into account the strong dynamic core-hole localization on one
of equivalent atoms in the solid the inner-shell photoemission is approximately
described as occurring in a fixed-in-space quasi-molecule. Since the rotational
and translational motions of the quasi-molecule can be drop out the main spectral
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changes in the core'-photoelectron line can be assigned with the local
photoelectron-induced vibrations [1, 2]. In the framework of the QMR model the
core”'-photoelectron line mostly contents the primary photoelectrons and can be
described as

1(hv) =| 4, (core = K) [ 3| A.(p,) | 8(hv~E,, ~K ~EJ), (1

core

where hv,E_ ,E. are the incident photon energy, the binding energy and the

v’-level vibrational energy, respectively. A ,(core = K) and A4 ,(p,) are the

amplitudes of electronic and non-Franck-Condon 0 - v’ transitions. Eq. (1)
shows that the amplitudes A ,(p,) determine the main changes in the

photoelectron line under study. The amplitudes depend on both magnitude and
direction of the photoelectron moment p_ . The direction controls excitations of

the different vibration modes whereas the magnitude determines their intensities
[2].

In addition to the photoelectron-induced vibrations the local Franck-
Condon transitions due to strong core-hole localization also accompany the
electronic transition. The interplay of the non-Franck-Condon and Franck-Condon
transitions is examined theoretically in the work [2]. However, there is a question:
to what extent the QMR model is applicable for the quantitative description of the
core” -photoelectron spectra in solids. To answer this question the QMR model is
directly applied both to the photoemission spectra and to the neutron scattering in
HOPG measured in the work [3] at the similar recoil condition. In accordance
with our expectations the QMR model reproduces both the photoemission and the
neutron scattering spectra. Moreover, the later are described more precisely than
the former as the former are additionally disturbed by the core-hole relaxation.

2. MAIN RESULTS

The application [1] of the QMR model to the C 1s photoelectron spectra
of graphite (HOPG) measured at photon energy 7940 eV and p, nearly
perpendicular to the basal plane has revealed that the photoelectron-induced

asymmetric stretch vibrations within the quasi-molecule Cq—C'—Cy (see, figure
1) allow rationalizing the photoemission spectra. The separation energy of the

vibrations is ha)pho = 60 meV [1].

Figure 2 (right panel) displays the comparison of the experimental C
1s” photoelectron line with the computed one within the C4—C'~Cgo model in

supposition that p_ || z (see for detail [1]). The amplitudes A4, (p,)are

A.(p) = [ 2(p+p)0llp )
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Here y,, and y, are the eigenfunctions referring to the asymmetric vibrations in
ionic and ground states [1].

Ceo "
=3

+
C =
o

Coeo

Figure 1. The hexagonal quasi-molecular unit C¢—C—Cg in graphite is plotted.
The double arrow shows the asymmetric motion of the core-ionized atom.

To have a complimentary probe of the recoil dynamics in HOPG the
QMR model is directly applied to neutron scattering in the solid. In the work [3]
the neutron scattering is measured at the equivalent recoil condition. The
theoretical and experimental spectra of neutron scattering are shown in figure 2
(left panel). The theoretical data are computed within the QMR model.
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Figure 2. The experimental C 1s photoelectron line (right panel) [4] and the
neutron scattering (left panel) [3] on bulk atoms in HOPG: black circles. The
theoretical spectra computed within the QMR model: red diamonds. AE is the
energy shift of the photoelectron and neutron kinetic energies, respectively.

The analysis of the computed and experimental spectra in figure 2
shows that both the photoelectron- and neutron-induced recoil effects in HOPG
are reasonably reproduced in the framework of the quasi-molecular Cg—C —Cgp
model. It is seen that the QMR model provides a more accurate description of the
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55

meV for the local neutron-induced asymmetric stretch vibrations in HOPG. The
precise coincidence of the photoelectron- and neutron-induced local vibrations in
HOPG supports the applicability of the QMR model for the investigation of
interatomic interaction in the solid. The analysis of the photoelectron- and
neutron-induced recoil effects allows determining the interatomic potential
function:

neutron scattering spectrum. We obtained the separation energy A

neutron

. ~ 2 2
U(Z’ Zeq) - %#wpholo(neutron) (Z - Zeq) s (3)

where u is the reduced mass of the quasi-molecule and z., is the equilibrium
position of the core-ionized atom. We assign the more sufficient discrepancy
between the experimental and computed spectra obtained for the C 1s’
photoemission to the core-hole relaxation neglected in the calculations. Within the
QMR model the main candidate to explain the difference is the symmetric
stretching in the quasi-molecule.

3. CONCLUSION

The photoelectron- and neutron-induced effects on C 1s photoemission
and neutron scattering on bulk atoms in graphite are examined in the framework
of the QMR model. It is shown that in both cases the observed spectral changes
can be mainly assigned with the excitation of local asymmetric vibrations of the

quasi-molecular C4—C —Cq unit with the separation energies R, ,on= 55 MeV
and h@,,,,~ 60 meV. Their similarity confirms the applicability of the QMR

model and opens new perspectives in application of the recoil effects for
investigations of the interatomic interaction and chemical bonding in bulk and on
surface.
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Abstract. Similarity and distinctions of the shape and confinement resonances in
photoabsorption and molecular photoionization are examined. Our emphasis is
put on the link of the resonances with molecular dynamics. It is shown that the
energy positions of the shape and confinement resonances are respectively
disturbed either by the non-Franck-Condon distribution of vibrational excitations
or by the effective quadratic displacement of the confined atom (or molecule). As
the showcases the O 1s > o* shape resonance in CO and the lowest Ar 1s
confinement resonance in Ar@Csg, are computed and discussed.

1. INTODUCTION

Shape resonance phenomena play a dominating role in the near edge continuum
X-ray absorption and photoionization spectra of free molecular species. These
resonances are associated with the temporary trap of the photoelectron ejected
from molecular core within the finite-size molecular barrier and subsequent
tunneling the photoelectron through the barrier into the ionization continuum [1,
2]. The trapping mechanism is usually assigned with the interference of the
primary and multiply scattered electron waves when their wave length A
corresponds to quasi-stationary states inside the barrier (see, e.g. [3]). More
complicated interference occurs in encapsulated molecules as the ejected
electron can be additionally trapped inside the capsule. The shape resonance
phenomena in endohedral systems are divided into three groups: (i) the
molecular shape resonances, (ii) the confinement resonances and (iii) the
window-like resonances [3]. Using the double-barrier-optical-potential model [4]
Brykalova and co-authors [3] have shown that, in contrast to the window-like
resonances, the origin of the molecular shape and confinement resonances is very
similar. They both are related to the trapping of the photoelectron within the
single finite-size molecular or capsular barrier and the subsequent tunneling
through the barrier. As a result they obey the wunified condition:

2k,R+20+@=2m(n =0, 1, ... ) where the first term is the kinematic
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phase shift, R is the radius of the barrier, § and ¢ are the electron scattering

phase shifts on the ionized atom and the barrier. The trapping times of the
ejected electron with the wave number £, and the core-hole lifetimes determine
the resonance widths [2]. The trapping time is usually shorter than the core-hole
lifetime.

The major distinctions between the shape resonances and confinement
resonances are provoked by the differences in molecular and capsular sizes [5].
Indeed, the coupling of electronic and nuclear-frame motions determines the
diversity in the spectral distribution of oscillator strength for X-ray transitions at
the shape and confined resonances [3]. As the examples in Section 2 the O 1s >
o* shape resonance in CO and the lowest Ar 1s > Ep confinement resonance in
Ar@Cg are computed taking the vibronic coupling into account. It is revealed
that the shape resonance undergoes substantial distortion due to the non-Franck-
Condon distribution of the vibrational excitations whereas the confinement
resonance is strongly distorted due to the effective quadratic displacements of the
confined argon in the carbonic cage. The deviations in line-shape of the
resonances are discussed.

2. MAIN RESULTS

In the shape resonance vicinity the intensity of vibrational excitations
demonstrates substantially non-Franck-Condon distribution that is originated by
intramolecular interference of the primary and scattered electron waves [6].
According to the work [2] spectral dependence of the single-hole ionization cross
section referring to the vibrational 0 = v’ transition is approximated

oLr O R,y j j L2 (k' RY) L (k — kNG (k'—k")dk'dk". (1)
r

The equation describes spectral dependence of the cross section in the shape

. hoto ye o .
resonance vicinity. L, L are the Lorentz distributions corresponding to the

photoelectron trapping and core-hole decay, and G is the Gauss distribution
describing the bandwidth of the light source. The amplitude of the back scattered

. . h .
wave ejected from molecular core determines L7 dependent on the effective

radius R',- ~ %A(R" + R.) + v’A of the photoelectron trapping region. Here R, and
R" are the equilibrium interatomic distances in ground and ionic states. A is the
characteristic site-dependent step [6] and Fj,- is the Franck-Condon factor. Since
the effective radius of the trapping region depends on v’ the resonance energy
becomes also v’-dependent. This results in the non-Franck-Condon distribution of
vibrational excitations at the shape resonance. To demonstrate it spectral
dependence of the 0 = v’ excitations that accompany O 1s £ - KX transition is
computed for v’=0, 1, 2 and compared with the experimental spectra [7]. The

39



27th SPIG Atomic Collision Processes

calculations are performed are using Eq.1 and the VDFN model [6] and plotted in
figure 1. The theoretical and experimental spectra [7] agree rather precisely.

One can see the positions of the o* shape resonance do not coincide with
one another for v’=0, 1 and 2. The resonance energies increase with an increase in
v’ resulting in non-Franck-Condon distribution of vibrational excitations at the
shape resonance. On this background the measured position of the shape
resonance in the spectra cannot be directly linked with the interatomic distances
in absorber.

-
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Figure 1. (Color on-line) The computed O 1s"'c* shape resonance in CO for the
v=0 = v’=0, 1 and 2 (blue solid lines). The arrows mark the shape resonance
positions. The experimental cross section (green) is taken from the work [7].
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Figure 2. (Color on-line) The lowest Ar 1s”' confinement resonance in the
endohedral Ar@Cgs molecule as a function of the effective quadratic
displacement <u>>. The solid lines display their best Lorentzian fit.

Another situation is realized for the confinement resonance. To study
the relationship between the molecular-frame motions associated and the line
shape of the confinement resonance we have computed Ar 1s photoabsorption
spectra of Ar@Cg. As argon is weakly bound with the cage the equilibrium
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argon positions coincide in ground and ionic states. However the mean quadratic
displacement playing minor role in CO, becomes dominating in Ar@Cg. Using

eq.l we have 0" =0 Zr M (k) where

M (k)=1+2Re > B"(k;R,)e ™= )

y723

In the case the summation over the multiplicity u of the photoelectron scattering
events cannot be done analytically. Symbols in figure 2 display the computed
profiles of the confinement resonance located just above the Ar ls edge in
Ar@Cq for the different displacements <u>>. In addition to the evident resonance
broadening we see the red shift and the deviation of the resonance line shape from
the Lorentzian with an increase in <u>>. The peculiarities do not correspond to the
shape resonance phenomena.

3. CONCLUSION

The shape and confinement resonances in photoabsorption and
photoemission spectra of free CO and endohedral Ar@Cs, molecules are
computed and examined. It is shown that the vibronic coupling specifies the
distortion in their line shape distortion. The non-Franck-Condon distribution of
vibrational excitation deforms spectral distribution of oscillator strength for the
o* shape resonance whereas the effective quadratic displacement of Ar in
carbonic cage deforms essentially the line shape of the confinement resonance.
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Abstract. We present the progress report on the development of Belgrade
electron/molecule data base which is hosted by The Institute of Physics,
University of Belgrade. The data base has been developed under the standards of
VAMDC project which provides a common portal for several European data
bases that maintain atomic and molecular data. Belgrade data base covers
collisional data of electron interactions with atoms and molecules in the form of
differential (DCS) and integral (QINT, QMT, QVIS) cross sections as well as
energy loss spectra. The final goal is to become a node within the VAMDC
consortium and to integrate into the wider scope of radiation damage RADAM
data base.

1. INTRODUCTION

Providing, maintaining and distributing the atomic and molecular data
that comes from fundamental experiments and calculations based on different
levels of sophistication of theoretical insights in atomic particle world, nowadays
is a quest of computerized and networked society. There are so many
communities which would benefit from such collections, let us just mention
several ones from astrophysical and atmospheric physics [1], plasma (with all
applications to industry like plasma processing [2] or lighting [3]),
biomedicine/biophysics to other fundamental and applied research disciplines like
spectroscopy or surface science [4]. Among data bases that cover the field of
atomic and molecular physics one can distinguish those that maintain mainly
bibliographic data about the published work on atomic processes (like NIST
bibliographic database on Atomic Transition Probabilities [5]) or that maintain
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actual data sets or evaluated and recommended values [6]. A new era of data
accessibility opened with the idea of Virtual Atomic and Molecular Data Centre
VAMDC [7] that creates a common portal for different data bases in the field
which use the same data protocol for exchanging and representing data in the
format of so called “xsams” xml files. VAMDC now provides a scientific data e-
infrastructure enabling easy access to atomic and molecular data [8].

While the vast of structural and transition data are present in the current
VAMDC consortium data bases, the number of collisional data bases is rather
small. Our goal is to make a functional data base that would maintain data on
electron/atom and molecule interactions. These data are in the form of differential
and integral cross sections for elastic scattering and electronic excitation
processes. Also, energy loss spectra as relative intensities of scattered electrons
versus electron energy loss at the fixed impact electron energy and scattering
angle are stored in the present data base.

2. BELGRADE DATABASE

The first ideas of development of Belgrade data base came with the
research interests on expert and information systems that would facilitate data
analysis and maintenance of the measured sets of data in electron atom/molecule
interactions. The process model was defined and further developed from the
context level to several hierarchical levels each of them represented by the data
flow diagram [9]. Also, the relational data model was implemented and
developed up to the level of recognition of all the entities.

The present data base follows the part of VAMDC data model that
concerns with the collisions. Namely, processes that are under the scope of
VAMDC are divided in three classes: radiative, non-radiative and collisional. In
collisions there are always a reactant and a product side. In the case of our data
base one of the reactants and one of the products is electron. The target in the
reactant side could be either atom or molecule but it is always in the ground level
state. The product after the interaction with electron could be either in the ground
state, when we are talking about elastic scattering, or in the excited state, up to
now only electronic state excitations are covered but also other types of inelastic
processes could be easily included.

Data model of Belgrade electron/molecule data base with the entities
and attributes is shown in Figure 1. Also, the relations between entities of one-to-
one and one-to-many are shown. The principle adopted for data storage is that
only those data that has been previously published and so had passed the
refereeing procedure, should be maintained within the data base. For such
reasons a part concerning the sources of data is present in the data base with all
crucial entities (authors, journal, volume, pages, doi, Bibtex). Atoms and
molecules are covered by the entity Species and are characterized by their state
i.e. SpeciesState entity. Data itself are organized within Data Sets which include
Tabulated data of cross sections or spectroscopic data.
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Figure 1. Data model of Belgrade electron/molecule database with entities and
attributes. Relationships of one-to-one, one-to-many and many-to-many are

shown.

Belgrade eMol database is generated with Django, a Python-based web
framework, and runs under MySQL RDBMS. Application is hosted on a linux
machine with Nginx as a web server and Gunicorn as app server. Access to data
is possible via VAMDC-Tapservice protocol or via AJAX-enabled web interface
(http://femol.ipb.ac.rs). Both queries return data in xsams format.

Connection and compatibility with VAMDC is established by written
dictionary, TAP validator and xsams output form of data.
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4. CONCLUSIONS AND PROSPECTS

The present Belgrade data base maintains electron/molecule interaction
data published in the scientific literature and it contains unique set of data within
VAMDC consortium. Its aim is also to facilitate the evaluation of data
undertaken by the eMol board of experts that meets regularly and perform
critical analysis of published electron/molecule data on specific molecular
targets. Further more Belgrade data base is included in the wider scope of
RADAM data base which covers specific needs of radiation community.
RADAM data base has five distinctive sets of areas that cover complex processes
met in radiation damage i.e. photon, ion, electron/positron interactions,
multiscale processes and biological effects [10].
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Abstract. We have investigated the electron-impact excitation of the combined
(two fine-structure levels) resonant 4d105p2P1/2,3/2 state in silver from the ground
4d'5s state both experimentally and theoretically. Measurements are presented
for the combined level while the relativistic distorted wave (RDW) calculations
were carried out for each level separately and for the combined level as well. Both
the experimental and theoretical results were obtained in the incident electron
energy (E,) range from 10 to 100 eV with experimental scattering angles (6) from
10° up to 150°. Experimental absolute differential cross sections (DCSs) were
determined through normalization of the relative DCSs at 10° to our previous
small angle experimental DCS values. The integrated cross sections which
include integral (Q;), momentum transfer (Qy;), and viscosity (Qy) cross sections
were determined by numerical integration of the absolute DCSs.

1. INTRODUCTION

In this paper, we continue our study of the combined resonant
4d105p2P1 nan state of the silver atom excited from the ground state by electron
impact [1]. Those results at small scattering angles show that the measured
differential cross sections were generally in quite good agreement with the
relativistic distorted-wave (RDW) calculations especially at higher energies and
smaller scattering angles. Thus, we established the experimental DCSs at 10° as a
base for the normalization of our present relative measurements of the DCSs
which are extended over a wide range of scattering angles up to 150° for
experiment and up to 180° for theory. The energy range remains the same (from
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10 to 100 eV). In this way, we obtained absolute DCS values which were
extrapolated to 0° and 180° and numerically integrated to obtain the integral (Q)),
momentum transfer (Q,,) and viscosity (Qy) cross sections. Since the observed
excited state has two fine-structure levels with total angular momentum J = 1/2
and 3/2 which cannot be distinguished in the present experiment, measured results
are presented for the excitation of the combined level. RDW calculations were
performed for both fine-structure levels and for the combined excitation.

2. EXPERIMENT

The apparatus used is a conventional crossed-beam electron
spectrometer described in more detail in our recent papers dealing with electron
scattering by silver and lead atoms [1-3]. In the crossed beam arrangement the
electron beam is formed in a system of cylindrical electrostatic lenses and
hemispherical energy selectors. The scattered electrons are detected by a rotating
analyzer that covers an angular range from —30° to 150° in the plane
perpendicular to the atomic beam. The analyzer is of the same construction as the
electron monochromator except that it has a channel electron multiplier as a
single-electron detector at the end.

A silver vapour beam was produced by heating a Knudsen-type oven
crucible containing silver metal by two separate coaxial heaters. The working
temperature was about 1300 K, the background pressure was of the order of 107
Pa, the overall energy resolution (FWHM) was typically 160 meV while the
angular resolution was 1.5°. The position of the true zero scattering angle was
determined before each angular distribution measurement by checking the
symmetry of the scattered electrons at negative and positive scattering angles
(usually from —10° to +10°). Due to the change of effective interaction volume
versus scattering angle, the effective path length correction factors Veff [4]
determined for the present experimental conditions were applied and corrections
of the measured scattered intensities was made. The obtained relative DCSs were
put on an absolute scale by normalization to the absolute DCSs for the same
excitation process at 10° [1]. Our experimental integrated cross sections are
obtained by the extrapolation of the absolute DCSs to 0° using our previously
reported results at small angles and to 180° using the appropriate RDW
calculation followed by numerical integration. Integral (Q;), momentum transfer
(Oy) and viscosity (Qy) cross sections are defined as:

0, =27rj|£DCS(6’)sin6 do (1)
0

1/2
l—g)j cos® |siné do ()

0

O, =27r_TDCS(6?) 1—[
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Oy =271'IDCS(9){1—(1—2)J0052 6}sin6 deo 3)

0

where DCS(g) is absolute differential cross section, w is excitation energy and
E, is electron impact energy. The details of the RDW method for calculating the
DCSs were given in [1] and references therein.

3. RESULTS AND DISCUSSION
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Figure 1. (a) Integral, (b) momentum transfer, and (c) viscosity cross sections
for electron impact excitation of the 4d105p2P1 1.3 state of the silver atom. Filled
circles with error bars denote the present experimental results. The solid line
shows the combined DCSs calculated by the RDW method.

In Figure 1 we show the results for the integral (Q;) (a), momentum
transfer (Qy) (b) and viscosity (Qy) (c) cross sections for electron excitation of
the 4d105p2P1/2,3/2 state of silver. Experiment confirms a slow decrease of Q;, Qi
and Oy with increasing incident electron energy as is also predicted by theory.
One can see that reasonably good agreement was achieved between experiment
and theory concerning the shape of the energy dependences of all integral cross
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sections but theory gives slightly larger values of all integral cross sections at all
electron energies though they lie within the limits of the error bars in several
cases. The main reason for this behaviour is the fact that the present calculated
DCSs are higher than the normalized measured ones over the whole angular
range.

Considering excitation of the 4d105p2P1/2,3/2 fine structure levels, it
should be mentioned that there is also the 4d°5s°Ds), state with an energy of
3.749 eV which is intermediate to these fine-structure doublet (with energies of
3.664 eV and 3.778 eV, respectively). One should expect that there must be
some contribution from the excitation of this level in our measurements.
However, since this excitation from the S ground level to the *D state belongs to
the electric quadrupole transition, we suppose that its contribution to the
excitation cross sections of the resonance P states is negligible. Also, as we
already reported in our previous paper [1], the DCS for the combined levels can
be represented as a sum of DCSs for excitation of the individual levels.

4. CONCLUSION

Electron impact excitation from the ground state of silver has been
studied both experimentally and theoretically. Measurements have been
performed at 10, 20, 40, 60, 80 and 100 ¢V electron energies and scattering
angles from 10° to 150°. Calculations were also carried out for the same energies
and scattering angles up to 180°. We conclude that good agreement is achieved
between the present two sets of data especially at higher energies.
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Abstract. We present high resolution ejected electron spectra of argon at several
high impact electron energies from 303 to 1000 eV and the ejection angle of 90°.
The spectra cover autoionization region of excitation energies from 21.26 to 38.26
eV. These spectra have been obtained by using high resolution electron
spectrometer with a hemispherical analyzer and a high energy electron gun. The
features have been identifed as autoionizing states and resonances and their
assignments and energy positions have been compared with those found in
literature.

1. INTRODUCTION

Autoionizing states and resonances in argon have been studied in the
past by different experimental techniques; photons [1], high energy ions [2], high
energy electrons [3,4] and low energy electrons [5,6]. The studies of resonances
are cited in [7]. Here we present results of our measurements of autoionizing
states and resonances in argon at electron impact energies of 303, 505, 809 and
1000 eV in the region of excitation energies from 21.26 to 38.26 eV (5.50 to
22.50 eV of ejection energy), and the ejection angle of 90°. The aim of this study
is to improve the understanding of a very important role of the resonances in the
behavior of the autoionization states at the higher electron impact energies. This
was possible due to the very high resolution obtained in the measured spectra, as

demonstrated by resolving the triplet and singlet states.

2. EXPERIMENTAL SETUP

The apparatus represents a typical crossed electron-atom experiment
already described earlier [8]. Here we will give a short outline. It is consisted of
a high energy electron gun, high resolution hemispherical analyzer, hypodermic
needle as a source of an effusive beam of target gas, a Faraday cup as a collector
for incident electron beam and 7 channeltrons for detection of ejected electrons.
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The background pressure was 10 mbar, while the working pressure with argon
was 10 mbar. The estimated energy resolution of ejected electron spectra was
below 0.080 eV. The calibration of the ejected electron energy scale was done in
a mixture of argon and helium at high impact energy of 303 eV using the
position of the double excited 2s2p('P) state at 60.130 eV (35.55 eV of ejected
energy) [9]. The incident electron energy scale was calibrated through the elastic
channel.

3. RESULTS AND DISCUSSION

Figure 1 shows four ejected electron spectra measured at the incident
energies of 303, 505, 809 and 1000 eV and the ejection angle of 90°. The spectra
are shown with subtracted background without normalisation. They cover energy
region of ejected electrons from 5.50 to 22.50 eV i.e. the region of excitation
energy from 21.26 to 38.26 eV (ionization potential for Ar is 15.76 eV). All
spectra show identical form with small differences in intensities of the features

The ejected energy domain presented in the figure can be divided into
three regions. In the first one from 5.5 to 9 eV, an isolated well defined peak
marked “a” at the energy of 6.22 eV (21.98 ¢V) and two small peaks marked “b”
at 7.70 eV (23.46 ¢V) and “c” at 8.63 eV (24.39 ¢V) at the impact electron
energies of 303 and 505 eV are present. The first peak has been already reported
previously [2,3,5,10], however only Hicks et al [5] give its energy position at
6.24 eV and propose that it comes as a result of the excitation above the second
ionization potential at 40.74 eV. The present measurement gives the energy of
6.22 eV, which is in excellent agreement with reference [5]. Other two peaks “b”
and “c” with low intensities are seen for the first time in the present experiment,
according to our knowledge and they can be due to similar type of excitation.

The second region of ejected energies from 9 to 14 eV (24.76 to 29.76
eV of excited energies) was the subject of many experimental studies mentioned
in the Introduction. It is abundant with the features in the form of well define
peaks and deeps. Under these experimental conditions the figure shows double
peaks and deeps separated by 0.180 eV which correspond to the triplet-singlet
splitting in argon ion. The autoionizing states in this energy region have the
configuration 3s3p°(ns,np,nd) and not all of them are present in the previously
reported experiments with electrons, depending on the experimental conditions
and the resolution.

The members of the 3s3p°mp series are not seen in the present
experiment. The first two features marked as “d” and “d’” correspond to the
3s3p®4s (*'S) states respectively, which are present with low intensities because
they represent optically forbidden transitions. The next two well defined features
marked as “e” and “e’ ” at 11.54 ¢V (27.30 ¢V) and 11.72 eV (27.48 ¢V) should
belong to the 3s3p3d (>'D) series.
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Figure 1. Ejected electron spectra of argon obtained at the ejection angle of 90°.
The incident electron energies labeled on the left hand side of the figure were:
1000, 809, 505, and 303 eV respectively. The energy region for ejected electrons
is from 5.50 to 22.50 eV corresponding to the region from 21.26 to 38.26 eV of
excitation energies. The energy width per channel was 0.020 ¢V. The short
vertical lines above the peaks denoted with small letters from “a” to “j”” mark the
position of excited states, while the vertical lines below the spectrum of 303 eV
show the positions of minima or resonances marked with numbers 1 to 6. The
short vertical lines at the bottom of the figure mark positions of resonances taken

from the literature [7].
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The next two less pronounced features in the spectra marked as “f” and
“f> > at energies 12.30 eV (28.06 eV) and 12.48 eV (28.24 eV) belong to the
3s3p°4d (*'D) series. Again, the energy separation between two peaks is 0.18
eV. The two small not identified features “i” at 13.06 eV (28.82 eV) and “j” at
13.40 eV (29.16 eV) belong to the 3s3p° series are the last features belonging to
the single excitation from 3s shell. The energy region above 14 eV (29.76 eV) is
due to the decay of doubly excited states 3s*3p" nin’l’ to the ground state of
argon ion. Under the present experimental condition the later states appear in the
form of large number of features with low intensity.

Temporary negative ions (resonances) in the autionization region of
argon have been studied in the past [7]. In the present experiment they appear in
the form of double resonances separated by 0.180 eV, indicating that they are
formed at the threshold or very close to the threshold of singlet and triplet states.
Three pairs of this type of resonances are visible on the figure. The first pair 1-1’
has energy positions of 10.66 eV (26.42 e¢V) and 10.84 eV (26.60 eV), which
correspond to 3s3p°4p (*'P) states, in good agreement with references [1,4]. The
second resonance pair 2-2’ has energy positions of 12.04 eV (27.80 eV) and
12.22 eV (27.98 eV), respectively with the energy splitting of 0.180 e¢V. The
position of 2° (27.98 eV) is in a good agreement with the previously reported 5p
('P) state [1,4] (27.996 eV and 27.994 eV, respectively), whereas the resonance 2
(27.80 eV) has not been reported in the literature. The third pair 3-3” at 12.56 eV
(28.32 eV) and 12.74 eV (28.50 eV) is present with much lower intensity, but
with the same splitting of 0.180 eV. The position of 3’ (28.50 eV) is in a good
agreement with the 6p('P) state from references [1, 4] (28.509 eV). The triplet
state 6p (°P) has not been seen in previous measurements. These two resonances
coincide in energies with two resonances from literature [7] shown at the bottom
of the figure 28.30 and 28.50 eV respectively.
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Abstract. We present results on the N K-shell X-ray tandem mass spectrometry
of gas-phase, multiply charged ubiquitin protein. The results have been achieved
by coupling a linear ion trap mass spectrometer, fitted with an electrosprayed ion
source probe, to a soft X-ray synchrotron beamline. The tandem mass spectrum of
the 5+ charge state precursor of ubiquitin at the activation energy of 402 eV is
presented and discussed. The results show a predominant ionization channel of
the protonated protein precursor, but accompanied also by losses of small neutral
fragments.

1. INTRODUCTION

The controlled study of protein degradation upon exposure to X-rays is
of particular importance for the radiation damage research. Additionally, this field
has become highly relevant in the last few years, when it was demonstrated that
short and intense X-ray pulses from the X-ray free electron lasers (XFEL) can be
used for protein 3D structure determination using single-object coherent X-ray
diffraction [1]. This is of special interest for membrane proteins, which are
difficult to crystallize and study using conventional protein crystallography
methods at synchrotrons. There has been a large effort to understand the details of
radiation damage of biomaterials at the molecular level, which can also favor
important medical applications such as cancer therapy [2]. With this respect, an
immense number of publications have been devoted to the electron/ion/photon
interaction with DNA and its components [3]; however, protein
ionization/degradation and associated secondary effects were less investigated

* email: christophe.nicolas@synchrotron-soleil.fr
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although equally important in damage modeling [1]. It is well known that X-ray
irradiation induces strong fragmentation in amino acids and peptides [4].
Nevertheless, surprisingly, gas phase proteins appeared to be much less prone to
dissociation, whereas dominant channels corresponded to ionization and losses of
neutral fragments [5]. Still, it should be noted that intensive production of low-
energy secondary electrons, due to direct ionization or to the normal/resonant
Auger decay of the core-ionized/-excited states, can also strongly affect the
degradation of the biomaterial [6]. Very recently, it has been also predicted that
resonant X-ray photoabsorption can effectively produce slow electrons, through
the initial inner-shell excitation triggering a resonant-Auger intermolecular
Coulombic decay (ICD) cascade [7]. Although the latter study [7] has been
performed for a simple ArKr model system, the authors pointed out that the
process might have consequences for fundamental and applied radiation biology.
With this respect, the inner-shell mass-resolved action spectroscopy of a protein
can indeed resolve the dominant relaxation channels upon resonant X-ray photon
absorption.

2. EXPERIMENTAL SETUP

The experimental setup and coupling of the linear quadrupole ion trap
to a synchrotron beamline has been described in previous publications [5,8,9].
Briefly, the setup is based on a commercial linear quadrupole ion trap mass
spectrometer (Thermo Finnigan LTQ XL) equipped with an electrospray
ionization (ESI) source. The electrosprayed ions are introduced from the front
side into the trap, while the soft X-ray photon beam enters the ion trap from the
backside. The irradiation time (about 500 ms in the present case) of the mass-
selected precursors is regulated by a special photon shutter [10]. The setup
includes a differential pumping stage to accommodate the pressure difference
between the beamline (10~ mbar) and the LTQ (10~ mbar of He in the main
chamber).

The setup is connected to the soft X-ray beamline PLEIADES [11,12]
of the SOLEIL storage ring in Saint-Aubin (France). The photon beam is
produced by a quasi-periodic APPLE II type of undulator (80 mm period),
followed by a modified Petersen plane grating monochromator with varied line
spacing and varied groove depth gratings. For the present experiment, a 400 lines
mm ' grating was used, which provides high photon flux on the order of 1-2 x
10" photons s'/0.1% bandwidth for the used energy. The energy resolution used
(full with at half maximum, FWHM) was about 430-460 meV. The photon
energy was calibrated according to the N Is—=n* resonance in molecular
nitrogen. Multiply protonated ubiquitin protein (Sigma Aldrich) was generated
by the ESI source from a water/acetonitrile (75:25) solution at 10 uM.

3. RESULTS AND DISCUSSION

The tandem mass spectrum of the 5+ charge state ubiquitin precursor,
upon resonant X-ray photon irradiation during 500 ms, below N 1s ionization
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threshold (IT) is presented in Figure 1. The spectrum shows that the inner-shell
photo-excitation of a protein dominantly leads to its ionization accompanied by
losses of neutral fragments. The ionization of the photo-excited precursor at
photon energies below the direct inner-shell IT is the consequence of the
resonant Auger decay [7] triggered by the promotion of a core (1s) electron to an
unoccupied, bound molecular orbital, forming a highly-excited state. A valence
electron fills the core vacancy and the molecule decays by ejecting another
(Auger) electron. It is also possible that more than one valence electron be
ejected during decay leading to multiple resonant Auger decay [13].

The finding that the ionization process, accompanied by low-mass
neutral fragment losses, represents the dominant relaxation channels upon X-ray
absorption by ubiquitin protein is very important for the radiation damage
research, imposing limitations to the widely applied building blocks approach
based on the premise that the properties of complex macromolecules can be
elaborated through investigation of their components. Note that the channelling
of the absorbed energy into multiple electron ejection and neutral fragment
losses, instead of backbone destruction, does not necessarily mean a better
protection of the biological material; the secondary electrons can further produce
damage [6] and neutral fragment losses from amino acids can induce mutations.
However, the present results certainly bring new insights for a more accurate
modelling of the complex radiation damage phenomenon. Multiple electron
ejection, rather than the formation of small ions and radicals, suggests that the
resonant X-ray irradiation of protein-reach regions in the cell would produce a
significant number of secondary electrons.
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Figure 1. Tandem ESI/photoionization mass spectra of the 5+ (m/z 1714) ions of ubiquitin protein,
obtained after 500 ms of irradiation at the photon energy of 401.2 eV.
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Abstract. We have performed electron ray-tracing simulations, in order to
optimize a commercial low-energy electron gun used for controlled irradiation of
biological samples deposited on a surface. The simulations have been performed
by using SIMION program packet, for electron energies from 1 to 20 eV. The
results suggest possibilities to improve the performance of the electron gun
considering the stability of the focal position over the used energy domain.

1. INTRODUCTION

A novel method that allowed for the first time to visualize the electron-
induced dissociation of single chemical bonds within well-defined self-assembled
DNA nanostructures has been recently developed [1]. It is based on AFM imaging
and quantification of low-energy-electron-induced bond dissociations within
specifically designed oligonucleotide targets that are attached to DNA origami
templates.

The previous electron-irradiation experiments [1] investigated the
strands breaks as a function of electron fluence at fixed electron energy of 18 eV,
and it was found that at the fluence of 1-5%10n* the number of DNA strand
breaks increased linearly with the fluence. Further experiments are presently in
progress, in order to investigate the electron energy dependence of the strand
breaks over a domain from 1-20 eV. In order to perform such experiment
properly, the incident electron beam should be controlled to preserve an optimal
electron current density at the sample. We present herein the electron ray-tracing
simulations that should help obtaining the best conditions of the electron gun used
in the experiment. Although the present study does not take into account all
possible parameters (for example, the Earth and other stray fields), the results
suggest possibilities to improve the performance of the electron gun.
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2.RESULTSAND DISCUSSION
2.1 Simion

The simulation of the electron gun in the present study was conducted by
using the commercial program SIMIONS8[1]. Briefly, a desired geometry of the
electrodes of the gun is loaded into SIMION through a geometric file, written in
SIMION’s specific programing language. Each electrode, specified in the
geometry file has itsown electric potential value, which should be defined by the
user. SIMION program solves the Laplace equation for a given electric potential
and stores data in a potential array (*.pa#) file. By solving Laplace equation,
SIMION calculates the electric field defined by gradient of electrode potential,
using a method of finite differences. Additional changes of electrode potentials
and starting conditions of the projectiles (electrons) have been done through
“LUA” programing code, written in a separate file which controls the entire
simulation. In the final step, charged particle trajectories are being displayed.

2.2 Modeling and simulation

The present electron gun consists out of five cylindrical electrodes, with the
cathode being one of them. Geometry of the electrodes and a 3D model of the
electron gun are displayed in Figurel.

Figurel. 3D model image from SIMIONS of the electron gun. Denotations: K-
cathode, W-wehnelt, A-anode, M-metal rings (gnd), S-shutter and Sample holder
disk.

In the present simulations, in order to preserve a cylindrical symmetry
of the whole electrode assembly, the cathode is made as a simple bar, although it
is hairpin in real. This should not affect the present preliminary simulation,
because the electrons are generated just in front of the cathode with 0.1eV
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energy,without simulating a thermo-electronic emission, where a shape of the
cathode is very important.

The present experimental setup has W, M and S (see Figure 1) set on
the ground voltage, with the anode biased to a high positive voltage (500V in the
simulation). The sample disk is grounded through a picoamperemeter and placed
at a distance of d=5 mm apart from the last electrode (shutter), while cathode is
set to a negative voltage which defines the electron energy. To control the
irradiation time, a deceleration of all electrons is achieved by applying a small
negative voltage (around 110% of the electron’s energy) on the shutter electrode
(S). In the simulation, 501 electrons were generated uniformly from a disk with a
radius of r=0.5 mm, with §&0.1 eV initial energy and,=45° cone divergence
angle, just near the surface of the cathode. The radius of the electron beam as a
function of the electron energy was recorded, with fixed anode voltage (Figure
2).
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Figure2. The radius of the electron beam for different electron energies, at 5mm
distance from the exit, with fixed anode voltage of 500V.

Low energy electrons (up to 5 eV) are highly scattered, with the
Wehnelt electrode being grounded, because no primary extraction zone was
formed. In that energy range, the transmission of electrons through the electron
gun was below 50%, while the electron beam had unstable geometry. For the
electron energies above 5eV, the electron beam is well defined and approaches
desired 2.5 mm radius (5 mm diameter) even with the fixed anode voltage.
Optimization of the anode voltage up to 5eV energy range, had no influence on
the stabilization of electron beam. Experimentally obtained electron beam
diameter at 10 eV is in a good agreement with the calculated value.

In order to further improve the electron transmission and better control
the beam geometry, formation of the primary extraction zone as well as it's
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tuning of gun’s potentials as a function of the energy is needed. This was done
by setting floating voltages on the wehnelt and the anode (W and A in Figurel,
respectively) relative to the cathode. W was set to -4V, while A was set to 500V,
both relative to K. With additional programming in “LUA” the voltage on A was
adjusted in order to obtain the beam radius of r=5 mm at a distance of d=5 mm,
from the shutter, for different applied electron energies. The results of this
optimization are given in Figure3. Clearly, beam radius is dependent of the
energy, therefore at least one (anode) voltage must be set accordingly.

T
Anode 500V 1200] Anode optimized
Wehnelt -4V Wehnelt -4V

N=501 electrons N=501 electrons
d=5mm 1 d=5mm

10004 beam radius r=5mm

800+

600 /

0 T . T 400

Beam radius (mm)
Anode (V)

Energy (eV) Energy (eV)

Figure3. Left: Electron beam radius at d=5mm distance for fixed anode (500V)
and wehnelt (-4V) voltages, relative to kathode; Right: Optimized anode
voltage, to keep electron beam radius near r=5mm at a distance of d=5mm.
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Abstract. Maxwellian and non-equilibrium rate coefficients for electron—impact
dissociation of O;" to O fragment have been calculated. Two sets of cross section
data, measured recently by different experimental groups, are used. In the case of
Maxwellian distribution electron energies cover the range from 0 up to 100 eV.
The non-equilibrium electron energy distribution functions are adopted from the
recent electron observations by the 3-D plasma and energetic particles experiment
on the WIND spacecraft, for the mean electron energies from 4 eV to 72 eV. The
contributions of dissociative excitation and dissociative ionization are also
determined. The role of the electron-impact dissociation of O3 to the Ozone layer
depletion has been discussed.

1. INTRODUCTION

The problem of Ozone layer depletion in the stratosphere is attracting
significant attention of researchers in the past decades. Various mechanisms
which contribute to the Ozone molecule decomposition have been investigated. It
has been recognized that the absorption of UV light leads to its depletion, but
some molecular reactions and collisions with atoms, ions and electrons, present in
the stratosphere are also found to play a role. A significant influence is attributed
to the air pollutants, such as nitric oxides, and chlorine and bromine compounds,
as well.

In addition to the above reactions, produced O;* ions are opening a new
reaction channels to the ozone destruction. In this work electron-impact
dissociation of O;™ is investigated. Following reactions are considered:

e+0;" - e+0'+0, (2.19 eV) (1)
e+0"+0+0 (7.35eV) (2)
20+0°+0,"  (14.26¢V) 3)
26 +0°+0"+0 (20.97 eV) 4)

Here, the numbers in the parentheses represent the threshold energies for the
given processes. Reactions (1) and (2) are dissociative excitation (DE) processes
and (3) and (4) represent dissociative ionization (DI) [1].
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Absolute cross sections for electron-impact dissociation of 0;* to O" and
0, fragments have been measured at ORNL by Deng et al [2] (2010). More
recently cross sections for dissociation to O" fragments are measured at LLN
(Louvain-la-Neuve) by Beli¢ et al [1]. Both experiments used a crossed beams
technique, but the results for dissociation producing O" fragments disagree for a
factor of 3 in a wide electron energy region. This has been attributed to the broad
fragment kinetic energy distribution and loss of the signal in the ORNL
experiment [2]. This effect has been corrected in [1] by performing careful scans
of the signal and taking into account the transmission efficiency of the
experiment.

The maximum of the cross section [1] is 3.6x10"° cm” and unlike [2],
has an average value of 3x107'® cm? in a wide energy range from 5 to 500 eV.
Such a broad energy interval of high cross sections may result in a high rate for
the considered process. Thus, we can raise the question of importance of
electron-impact ozone ion dissociation in the stratosphere, relative to the other
competitive mechanisms. Thus, it is possible that the electrons, originating from
the Solar wind and penetrating in the stratosphere along the polar cusp, play an
important role in the ozone layer depletion.

2. METHOD

Rate coefficients have been calculated by the well known expression:

K(E)=2/m, [oe)e- 1.(E.e)de )

&thr

where Eel is the mean electron energy, o(¢) is the cross section for considered

process, &y is the threshold energy and fu( E,,,€) is the normalized electron

el
energy distribution function (EEDF) [3]. Calculations have been performed by
using numerical interpolation for experimental cross section data. In case of
equilibrium conditions, the EEDF in (5) is given by the Maxwellian equation:

f(E,,e)=1/2r(3/2E,)* *e exp(-3¢/ 2E ;) (6)

For non-equilibrium case EEDF for the mean electron energy values up to 71,7
eV have been adopted from measurements of the non-thermal “super-halo”
component of the Solar wind electrons with the help of 3D Plasma and Energetic
Particles experiment on the WIND spacecraft [4].

The cross sections, used for rate coefficient calculations, are measured
by Beli¢ et al [1] and by Deng and coworkers [2]. These are the only
experimental results for electron-impact dissociation of 0;* to O and our
intention was to compare resulting rate coefficients. In reference [1] the cross
sections for electron-impact dissociative excitation and dissociative ionization

63



27th SPIG Atomic Collision Processes

are also determined and their relative contributions to the total rate coefficients
are discussed.

3. RESULTS

Maxwellian rate coefficients have been calculated in the electron energy
range from 0 to 100 eV, and non-equilibrium rate coefficients in the range from
0 to 72 eV of the mean electron energy. These calculations are performed for the
cross section data sets of refs. [1] and [2], for comparisons. The results are

presented in figure 1.

1000
100 3
“? 104 ]
£ .
O\o \\
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%o T ]
0.01 : : : :
0 20 40 60 80 100

Mean electron energy (eV)

Figure 1. Rate coefficients, K, for: Maxwellian EEDF, circles [1], triangles [2];
and for non-equilibrium EEDF, solid line [1], dashed line [2].

It is clearly seen that, in particular for the high mean electron energies,
for both Maxwellian and non equilibrium EEDF’s, rates obtained with the LLN
data [1] are significantly higher than those from ORNL [2], more than two orders
of magnitude near 100 eV.
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Figure 2. Total Maxwellian (circles), DE (triangles) and DI (squares) rates.
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In the LLN experiment, based on the fragment kinetic energy
distribution arguments, particular contributions of dissociative excitation and
dissociative ionization processes are determined.

The contributions of Maxwellian rate coefficients for dissociative
excitation DE and dissociative ionization DI of 0;* to O" fragments, as well as
the total Maxwellian dissociation rate coefficients are given in Fig. 2. The DE
rates are more important for the low mean energies and the DI is dominant for
the electron energies above 40 eV.

4. CONCLUSION

Rate coefficients have been calculated for electron-impact dissociation
of O;" to the O" fragments. Experimental cross section results from Beli¢ et al
[1] and Deng et al [2] have been used. Maxwellian and non-equilibrium EEDF
have been applied for the mean electron energies from threshold to 100 eV.
Significantly higher rate coefficients are obtained for more recent results of Beli¢
et al [1] since these cross sections are higher than [2]. The difference is even
bigger for the non-equilibrium EEDF’s. Thus, investigated processes are found
to play more important role in the ozone cation dissociation, than it was
previously assumed.

This demonstrates that the Solar wind electrons penetrating in the
stratosphere along the polar cusp can play a significant role in the ozone layer
depletion.

Acknowledgements

This work is supported in part by the Ministry of Science of the Republic of
Serbia, under the contract NO 171016.

REFERENCES

[1] D.S. Beli¢, X. Urbain and P. Defrance, Phys Rev A 2014, Submitted.

[2] S. H. M. Deng, C. R. Vane, M. E. Bannister and M. Fogle, Phys. Rev. A
82, 062715 (2010).

[3] M. Ristié, G. B. Popari¢ and D. S. Beli¢, Chem. Phys. 331, 410 (2007).

[4] R. P. Lin, Coronal Physics from Radio and Space Observations Lecture
notes in Physics 483, 93 (1997).

65



27th SPIG Atomic Collision Processes

APPLICATION OF BINARY-ENCOUNTER-BETHE
METHOD TO ELECTRON-IMPACT IONIZATION
CROSS SECTION CALCULATIONS FOR
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Abstract. Electron-impact cross sections for platinum chemotherapeutic
compounds, purine and pyrimidine molecules calculated using binary-encounter-
Bethe model are presented as examples of possible applications of that method.

1. INTRODUCTION

It is well established now, than low- and intermediate-energy electron
interactions should be taken into account in the studies of the processes induced
within biological material by primary ionizing radiation [1].

One of the most important process which occurs in electron scattering
from molecules is the electron-impact ionization. The maximum of efficiency of
that process generally is located between 70-100 eV for large number of
molecular target. The threshold for ionization process for polyatomic molecules is
usually located within 7-11 eV energy range. Thus it is evident that the above
energy ranges coincide with typical energies of the secondary electrons in
biological media. The objective of that contribution is to show applicability of
the binary-encounter method to electron-impact ionization cross section
evaluation for biologically relevant targets and to present selected recent and new
results.

2. THEORETICAL METHOD

Due to the binary-encounter-Bethe method (BEB) [2,3] the electron-
impact ionization cross section of a given molecular orbital can be calculated
according to:

GBEB :L h’l_l‘ l_i +1_1_1n_t , (1)
t+u+1| 2 t? tot+1
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where u=U/B, t=T/B, S=4nay’NR*/B*, a,=0.5292 A, R=13.61 eV, and T is the
energy of impinging electron. The total cross section for electron-impact
ionization can be obtained as a sum of ionization cross sections calculated for all
molecular orbitals:

nyo

o' =Y o, ©)

Where 30 is the number of the given molecular orbital. It is extremely
important that in the BEB method there is no free parameter. All quantities have
well defined physical meaning and can be quite precisely evaluated. The electron
binding energy, B, kinetic energy of the given orbital, U, and orbital occupation
number, &, should be calculated for the ground state of the geometrically
optimized molecules. Such calculations can be performed with quantum
chemistry computer codes like GAUSSIAN [4] using appropriate basis set. In
our works we have performed calculations at the Hartree-Fock level with, if it is
possible, Gaussian basis set. Obtained that way, ionization energies are not
precise enough and are usually higher more than 1 eV from experimental ones.
For this reason we have usually performed also outer valence Green function
(OVGF) calculations of ionization potentials [5] using the GAUSSIAN code.

3. METHOD APPLICABILITY AND SELECTED RESULTS

In Figure 1 total electron-impact ionization cross sections calculated for
tetrahydrofuran (C4HgO) molecules [6] is compared with experimental results

[7].
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Figure 1. Comparison of total electron-impact ionization cross sections
calculated [6] and measured [7] for tetrahydrofuran molecule.
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The agreement between results of calculations with experimental data is quite
satisfactory, especially for energies higher than 200 eV.

Having in hands such promising proof of the applicability of the BEB
method we have applied that approach in the calculations of ionization cross
sections for targets for which, due to its nature, measurements in the absolute
scale can be extremely difficult. In Figure 2 we have compared ionization cross
sections for cisplatin, carboplatin and oxaliplatin [8,9] molecules. These
compounds are popular anticancer drugs, which can induce damage to tumors
via their interactions with DNA. The most striking feature of ionization total
cross sections for these compound is the fact that the value of the ionization
cross section peak for cisplatin is about 1.9 and 1.8 times lower than those for
oxaliplatin and carboplatin, respectively.

—— Cisplatin
--=- Carboplatin ]
—e— Oxaliplatin

lonization cross section [107° m?]

1
10 100 1000

Electron energy [eV]

Figure 2. Comparison of total electron-impact ionization cross section calculated
for platiunum based chemotherapeutic compounds: cisplatin [8], carboplatin [9]
and oxaliplatin [9].

In Figure 3 we have presented results of our recent calculations of
electron-impact ionization cross section for pyrimidine and purine molecules.
Purine molecule is one of the most occurring nitrogen-containing heterocyclic
molecule and it is a base compound of guanine and adenine. Pyrimidine
molecule can be regarded as base compound of cytosine, thymine and uracil.
Calculations have been performed within 6-311 G basis set. The ionization
threshold energies obtained with OVGF method are equal to 9.068 eV for purine
and 9.151 eV for pyrimidine molecules. Ionization cross section for purine is
much higher than those for pyrimidine in the whole studied energy range. For
purine molecule cross section maximum of 17.53x107° m” is located at 80 eV.
Cross section maximum for pyrimidine of 12.47x10° m” is peaked at 75 eV.
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Figure 3. . Electron-impact ionization cross sections calculated for purine and

pyrimidine molecules.
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Abstract. Total cross sections (TCS) for electron scattering from selected alkyne
molecules, ethylene and its derivatives are compared. All cross sections have been
measured in a wide energy range, from about 1 eV up to 370 eV, with the same
electrostatic electron spectrometer. The substitutional and additivity effects are
indicated and discussed.

1. INTRODUCTION

The complete knowledge of electron-molecule scattering processes is
essential in understanding of the electron-driven phenomena in astrochemistry
[1], biological media [2] as well as in plasmas [3]. The total cross section, which
can be regarded as the sum of integrated cross sections for all scattering channels,
can be determined in absolute way, without any normalization procedures. From
systematic studies concerning total cross section determination for electron
scattering from polyatomic molecules it is possible to notice some regularities and
useful relationships like perfluorination effects [4], isomer effect [5] or group
additivity rule [6]. In the present work we examine energy dependence of TCSs
for selected alkyne molecules: 1-butyne, propyne and acetylene, as well as for
ethylene molecule and its selected derivatives: propene, 1-butene and 1-pentene.

2. EXPERIMENTAL

All presented experimental results have been obtained with electrostatic
electron spectrometer working in the linear transmission configuration. The
method is based on measurements of the attenuation of the intensity of a
projectile-particle beam transmitted through the volume filled with target
particles. In the ideal transmission experiment, i.e. when (i) the projectile beam is
monoenergetic, parallel and very narrow, (ii) the concentration of target
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molecules, n, is low enough for interactions with projectiles to be single only,
and (iii) only those projectiles are registered which have not interacted with
target molecules, while (iv) the solid angle subtended by the detector is near
zero, the TCS (Q(E)) is related to the attenuation of the electron beam as
follows:

[ A
O(E) = In(x)dx In 1.(E)

a

(1

where I,(E) and I,(E) are intensities of detected transmitted electron currents of
energy E in the presence or absence of the target in the scattering volume,
respectively; n(x) is the target density at the point x of the electron pathway,
while integration is performed over the entire path of the electron beam where
n(x)#0. Accuracy of TCS measured with the transmission technique depends on
electron beam resolution, electron energy, uncertainties in target pressure and
temperature measurements. In experiments carried out in our laboratory
systematic uncertainties are less than 10% for low collision energies and lower
than 5% for intermediate energies [7].

3. RESULTS

In Figure 1 total cross sections measured for 1-butyne (HC=C-CH,CH3)
[8], propyne (HC=C-CH,) [9] and acetylene (HC=CH) [8] are compared.
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Figure 1. Comparison of total cross sections measured for selected alkyne
molecules.

The shape of total cross section for 1-butyne resembles that for propyne and
acetylene. Each molecule of the studied alkynes has, on one of the ends of the
molecular chain, the triple carbon-to-carbon bond. In subsequent molecules of
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the studied series, one hydrogen atom in the acetylene molecule is replaced with
the methyl group to form propyne and with the ethyl group to form I-butyne.
Due to this substitutional effect, i.e. due to substitution of one hydrogen atom in
the acetylene molecule with a functional group, the size of resulting molecule
increases and, generally, it leads to the increase of the respective electron-
scattering total cross section value.

In Figure 2 total cross sections for selected ethylene family, i.e. ethylene
(H,C=CH,) [10], propene (H,C=CH-CHs;) [5], 1-butene (H,C=CH-CH,CH3) [11]
and 1-pentene (H,C=CH-(CH,),CH3) [12] molecules, are compared. It is evident
that for energies higher than 3 eV the magnitude of the total cross section
increases with the increase of the size of the investigated molecules.
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Figure 2. Comparison of total cross sections measured for ethylene and selected
ethylene derivatives.

In Figure 3 we have compared total cross sections measured for 1-
butyne and propyne molecules with respective estimation obtained using the
simple additivity rule. Basing on the dependence of total cross sections on the
molecular size, observed in Figure 1 and Figure 2, we have estimated total cross
sections for propyne and 1-butyne molecules according to the following simple
rules:

TCS(C3H,)=TCS(C,H,)+0.5TCS(C,Hy) )

and

TCS(C4Hg)=TCS(C,H,)+TCS(C,H,), 3)
respectively; TCS(C,H,) and TCS(C,H,) are the experimental data [8,10].
Figure 3 shows that using such simple approximation we have obtained
estimated TCSs which are, in the intermediate energy range (50-250eV), in
reasonable agreement with experimental data.
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Figure 3. TCSs measured and estimated for 1-butyne and propyne molecules
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Abstract. We have studied the sequence-specific DNA damage induced by VUV
photons in an energy range from 6.5 eV to 9.5 eV on the single-molecule level.
By using a novel DNA origami technique, we were able to visualize the photon-
induced dissociation of single chemical bonds within complex but well-defined
self-assembled DNA nanostructures, deposited on a UV transparent substrate. The
method employs atomic force microscopy (AFM) to image and quantify photon-
induced bond dissociations within specifically designed oligonucleotide targets
that are attached to DNA origami templates. Therefore, we were able to determine
guantitatively the sequence-specific DNA strand break yields in dependence of
the VUV photon energy.

1. INTRODUCTION

There is a long standing effort to fully understand photon interaction
with DNA and RNA molecules, which are carriers of genetic information. DNA
and RNA strongly absorb in ultraviolet (UV) and far-UV spectral region [1],
which should lead easily to photon-induced destruction or severe carcinogenic
damage. However, it appears that there is an amazing photostability of DNA,
suggested to be due to an ultra-fast de-excitation of the bases from their excited
electronic state to a hot ground state, thus allowing an efficient cooling of the
molecule through vibrational interactions with the environment. Nevertheless, an
UV-induced ultrafast damage of oligonucleotides can occur by formation of
cyclobutadiene pyrimidine dimers [2], and at photon energies higher than 8 eV
DNA strand breaks in plasmid DNA have been observed [3]. All these results led
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to better understanding of very complex processes triggered by energetic photon
interaction with DNA, which depend on physicochemical properties of single
bases, their inter-connections, solvent effects etc. [1]. However, it has not been
possible so far to visualize and quantify photon-induced damage to
oligonucleotides of specific nucleotide sequence on a single molecular level.
Stacking interactions between the DNA nucleobases lead to a strong modification
of the nucleobase’s electronic properties and hence their photoinduced
fragmentation dynamics [4]. Measuring the photon-induced DNA strand breaks
on a single molecular level as a function of the photon energy and the flux is
particularly interesting for both the studies on DNA photostability and the
important field of radiation damage research [3,5].

We have recently developed a novel method that allowed for the first
time to visualize the electron-induced dissociation of single chemical bonds
within complex, but well-defined self-assembled DNA nanostructures [6,7]. We
use AFM to image and quantify low-energy-electron-induced bond dissociations
within specifically designed oligonucleotide targets that are attached to DNA
origami templates thereby forming a DNA nanoarray. In electron-irradiation
experiments we have used 18 eV electrons and found that at a fluence of 1 —
5x10 cm? the number of DNA strand breaks increases linearly with the electron
fluence. By using electron beams with a current of 1 — 10 nA irradiation times
below 100 s are required. This novel technique enables the fast and parallel
determination of DNA strand break yields with unprecedented control over the
DNA's primary and secondary structure.

In the present work, we combine the DNA origami technique with the
wide-energy high-brilliance VUV synchrotron source at SOLEIL, in order to
perform a detailed investigation of DNA photo-radiation damage in its most
natural environment and on a single molecule level.

2. EXPERIMENTAL METHOD

2.1 DNA origami samples

DNA origami nanostructures were prepared from the M13mpl8 scaffold
strand and a set of 208 short oligonucleotides according to a well-established
procedure [6]. In brief, the DNA strands are mixed in TAE buffer with 10
mM MgCl, and annealed from 80°C to room temperature within 2 hours, and
the non-assembled excess strands are removed by spin-filtering. The
assembled structures are deposited on ,/SiOand Cak substrates,
respectively, by deposition in 10x TAE buffer with 100 mM Mg@&blution

for 45 min. The excess solution is removed by washing with 4 mL of
ethanol/water (1/1) mixture and subsequently the sample is dried with a blow
of nitrogen. Then the samples are transferred into the chamber filled with Ar
and irradiated with VUV photons with defined energy and fluence. After
irradiation the samples are washed again with ethanol/water to remove
fragmentation products and then incubated in a 50 nM solution of
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streptavidin for 5 min, washed again and dried. Then the samples are
analyzed with AFM.

2.2 Experimental set up

The irradiation chamber of the beamline is connected to the APEX branch of
the DISCO beamline at the synchrotron SOLEIL synchrotron radiation
facility. The samples were deposited on a holder attached to a Z manipulator
that allowed for fine adjustment of the sample on the beam. The differential
pumping system of the beamline was used to filter out the second order light.
The samples were irradiated for different time to establish a dose-response
curve as a function of the photon energy. The photon flux was measured
using a calibrated photodiode.

DNA origami template
Strept-
§§ avidin

VUV irradiation g f e

biotinylated ssDNA
Figure 1. Scheme of the DNA origami triangles, which serve as a support of the
oligonucleotide target structures. After the irradiation with VUV photons the
remaining intact target structures are visualized for AFM using streptavidin.

3.RESULTS

We have irradiated DNA origami samples carrying the target sequences
5-TT(XTX)TT (X = C,A) with VUV photons at 6.5 eV, 7.3 eV, 8.44 eV, 8.94
eV, 9.14 eV and 9.5 eV. By using AFM for the visualization of DNA single
strand breaks in the target sequences we could observe that the relative number
of DNA strand breaks increases with the photon flux. Thus, we could establish
dose-response curves for all photon energies. The energies were chosen to match
either resonances observed in previous experiments (6.5 eV and 7.3 eV)[9],[10],
or the ionization potentials (IP) of isolated nucleobases (IP(A) = 8.44 eV, IP(C)
=8.94 eV, IP(T) = 9.14 eV), or to be right above the ionization threshold of all
DNA bases (9.5 eV). By comparing the DNA strand break yield of the two target
sequences at the different irradiation energies, we can deduce important
information about the underlying damage mechanism.
Furthermore, we performed measurements on botlSi®ubstrates and VUV
transparent CaRo directly compare the effect of secondary electrons released
from the Si substrate. All measurements have been performed at atmospheric
pressure under Ar to avoid DNA damage induced by evacuation or venting of the
chamber.
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Figure 2. AFM images of DNA origami nanostructures deposited on,CaF
irradiated at 8.44 eV for 1 min (left), and 20 min (right).
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Abstract. We measured absolute differential cross sections (DCSs) for elastic
scattering and for electronic excitation of furan, both as a function of scattering
angle and as a function electron energy, from threshold to 14 eV. Preliminary
comparison with existing calculations is given. Two bands are observed in the
excitation of the lowest triplet state and assigned as valence core excited
resonances.

1. INTRODUCTION

Electron-driven chemistry has many applications, including plasma-
chemistry, radiotherapy and nanofabrication by Focused Electron Beam Induced
Processing (FEBIP). Of the three primary electron-driven chemistry mechanisms:
dissociative ionization (DI), dissociative electron attachment (DEA), and neutral
dissociation (ND), the last has been the least studied experimentally because it
does not produce charged products. We make a contribution to its understanding
because electronic excitation (EE) is the initial step in most ND reactions.

Electronic excitation cross sections are notoriously difficult to calculate
from first principles. It is therefore desirable to provide quantitative experimental
data, particularly near threshold, for comparison with theory. An example of such
collaboration concerns the cross sections measured for the prototype m-system
ethene in our laboratory, where the input from the experiment led to improvement
of theory [1]. We also measured the EE cross sections for the FEBIP precursor
Pt(PF;)4[2,3] but such data are unlikely to inspire calculations at the present time
because the numerous d- and f- electrons make the task too difficult. We therefore
chose a prototype molecule more complex than, but related to, the ethene case —
the furan molecule. Qualitative (relative) data at 0° were already measured in our
laboratory and revealed interesting resonances [4]. Absolute elastic cross sections
were measured more recently by Maljkovic et al. [5] in the range 50-300 eV.
Electron energy loss spectra were measured by Palmer et al. [6]. Measurements of
elastic and electronically inelastic cross sections, together with first-principles
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calculation relevant to our study were reported by da Costa et al. [7]. The present
work extends the experimental results of Ref. [7] by reporting absolute
measurements as a function of electron energy in the near threshold region, with
fine energy spacing permitting observation of resonances, and using the magnetic
angle changer to cover the entire angular range 0°-180°. The hemispherical
analyzer instrument and the relative flow normalization technique were described
previously [1,3].

2. RESULTS

The EEL spectra in Fig. 1 show the excited states for which excitation
cross sections were measured. The spectrum recorded under low momentum
transfer conditions agrees well with the UV photoabsorption spectrum [6], the 90°
and low residual energy spectrum shows the triplet states in agreement with
earlier EEL spectra [6,7].

Cross Section (arb. units)

FI T I IR N
3 4 5 6 7 8 9 10
Energy Loss (eV)

Figure 1. EEL spectra recorded at the (constant) residual energies and scattering
angles indicated.
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Absolute cross sections for electronic excitation were determined by
integrating under energy-loss bands recorded with constant incident energies and
normalizing to the elastic cross section determined by the relative flow method
with He as reference gas. Excitation functions were then recorded at the peaks of
the energy-loss bands, corrected for the instrumental response function, and
normalized to the absolute values. Figure 2 shows examples for the two lowest
triplets ’B, and 3A1, and the lowest singlet state IBZ, recorded at the two extreme
angles of 0° and 180°.

T T T T T T T T T LI BRI B L BRI

10001 Furan 0° - 100 Furan 180° AE=6.04eV 4

AE=6.04eV ] ]

500 ] 500 ]

— —_ ©. :

Z 00 _ % 0. 3

= L _ . L AE=5222¢V

& 400r AE=3222¢V ] & 400F .
=} =

g e r ]

3 200 ] 3 200F b

o r ] + .

© 20%: ] > o ]

AE=3.92¢eV 1] r . AE=392¢eV i

r : 400 .

100F 7 L ]

L 200 7

o o
4 6 8 10 12 14 4 6 8 10 12 14
Electron Energy (eV) Electron Energy (eV)

Figure 2. DCSs for electronic excitation.

The two resonances at 6.50 eV and 8.0 eV observed in the cross section
for the excitation of the first triplet state confirm the earlier finding of Ref. [4].
Furan has three occupied & orbitals, m;, 1, and 3 and two empty 7 orbitals, T,
and ms. The ground state configuration is (m;)*(m,)*(ms)’. We propose an
assignment of the 6.5V resonance as (m,)%(T,)* (1) (ms)* and the 8.0 eV
resonance as (T;)%(T,)' (13)*(m,)* valence core excited shape resonances. This
assignment is based on the analogy with ethene [1], where the (m)'(n")* valence
core excited shape resonance was prominent in the cross section for the
excitation of the *(m,m") state, and on the suggestive fact that the separation of the
6.50 eV and 8.0 eV resonances (1.5 eV) is nearly equal to the separation of the
m, and T3 orbitals (1.4 eV), as revealed by the photoelectron spectrum [8]. The
cross section for the excitation of the singlet state attains very large values and
rises nearly linearly with energy at 0°, as expected for a spin and dipole allowed
transition. The cross section is much smaller at 180°.
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The cross section for excitation of the 'B, state at 0° in Fig. 2 has
magnitudes in qualitative agreement with the differential cross sections
calculated by da Costa et al. [9]. Our data can also be compared to the calculated
(DCSs) of da Costa et al. [7] at 5, 6, 7.5, and 10 eV for the 1%, and at 7.5 and
10 eV for the 2™ triplet state. The agreement is reasonable near threshold (5 eV
and 6 eV for the 1* triplet), but our values are substantially lower than calculated
at higher energies. Similarly, there is a reasonable agreement for the 2™ triplet at
7.5 eV, but the calculation is much higher at 10 eV.

There is a qualitative agreement with the calculation of da Costa et al. [7]
in the sense that a number of resonances are calculated in the excitation functions
of triplet states, although more resonances appear in the calculation than in our
experiment.

3. CONCLUSION

We measured a comprehensive set of DCSs for electronic excitation of
furan. The data shows resonances in the triplet excitation. We hope that our
measurements will inspire more theoretical work with the goal to reproduce
these resonances. Data similar to that in Fig. 2 but at other scattering angles, and
angular distributions, will be presented in a later publication.
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Abstract. We report developments in the optimization of a new experimental
setup currently being optimized at The Open University. The experiment will
allow us to probe electron attachment to Stark-selected biomolecular clusters. We
present preliminary results on the neutral beam deflection and selection processes.

1. INTRODUCTION

A major challenge in analyzing radiation-induced processes in clusters is the
broad distribution of sizes and configurations produced by supersonic expansion
sources (or alternative cluster sources, for example utilizing laser ablation). This
poster summarizes our recent progress in the development of an experiment
based on the irradiation of specific biomolecular isomers and clusters with

electrons from a high-resolution monochromator [1] and analysis of the resultant
anions by mass spectrometry. The system [2] incorporates a Stark deflector
developed by Kipper and co-workers at DESY to deflect polar species in

inhomogeneous electric fields in order to control the target configurations. They

have recently applied the method to separate singly hydrated indole from

monomers and larger clusters in a mixed beam [3].
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Figure 1. Experiment to probe electron attachment to Stark-selected clusters.

2. THE EXPERIMENT

The molecular beam source in the OU experiment (shown schematically in
Figure 1) is based supersonic expansion of argon or helium seeded with the
molecules of interest. A CW expansion is used with a TOF extraction frequency
of up to 50 kHz in order to maximize the electron attachment signals. Producing
molecules and clusters in low J states is essential for effective Stark selection so
the expansion chamber is pumped at >2,000 Ehe experimental design
involves using a moveable skimmer to select specific parts of Stark-deflected
beams for electron attachment measurements. To date, comparisons of with
theory have been limited by the spread of biomolecular isomers and clusters in
experiments. The project is being carried out in collaboration with Gorfinkiel
and Fabrikant who are innovating methods to calculate low-energy electron
interactions with clusters [4].
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Figure 2. Percentage of signal intensity as a function of the voltage across
Stark-deflector. Curves fitted to experimental data using asymptotic model.

3. PRELIMINARY RESULTS

By performing electron impact ionization experiments on water, benzonitrile,
and nitromethane seeded in helium and argon beams, we have obtained evidence
for signal suppression as a function of Stark-deflector voltage (Figure 2).
We interpret these results as deflection of the coldest molecules out of the axis of
beam by Stark deflection. Further work is in progress to recover these deflected
molecules for collision experiments and independent characterization by
resonance-enhanced multi-photon ionization (REMPIThese on-going
experiments are based on using a moveable skimmer to select specific parts of
deflected beams. Figure 3 shows a two-dimensional map of a molecular beam
without a deflecting voltage applied.
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Figure 3. Molecular beam’s profile, mapped in two dimensions using the
movable skimmer, for the Stark-Deflector voltage of 0 kV.
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Abstract. Time of Flight mass spectrometer using the Velocity Slice Imaging
technique (GASIC) at the Open University, UK and an Electron Induced
Fluorescence Apparatus (EIFA) at the Comenius University, SK were used to
investigate the interactions of low energy electrons with nitromethane, CH;NO,.
Using the GASIC apparatus we observed dissociative electron attachment (DEA)
to nitromethane at impact energies in the range between 0 — 20 ¢V and with EIFA
we examined dissociative excitation (DE) of electron induced fluorescence (EIF)
from the molecule at 50 eV. The emission spectrum in range between 300 — 670
nm is presented in this paper, as well as velocity slice images of O™ at 6 eV and
10 eV electron impact energies.

1. INTRODUCTION

Nitromethane, CH3;NO,, is the simplest nitro-compound and is widely
used in industry as a solvent, degreaser and has characteristics typical of
commonly used explosives and propellants [1]. It can also act as a human
carcinogenic agent [2]. Further motivation for the research on nitromethane’s
interaction with low energy electrons is due to its abundance in the Earth’s
atmosphere, where it may influence local chemistry [3]. Extensive studies on
nitromethane using mass-spectroscopy have been reported in the literature [4]
and its electronic state spectroscopy characterised [S]. There have also been
some studies exploring electron collisions with these molecules (e.g. elastic
scattering [6] and Dissociative Electron Attachment (DEA) [7]). However, to
date, there are few studies on electron induced dissociation of nitromethane, in
particular there have been no recorded emission spectra from neutral fragments
of nitromethane reported in the UV/VIS region, nor have the dynamics of the
DEA process been studied in detail (e.g. by using the recently developed
technique of velocity slice imaging (VSI) in order to understand the kinetic
energy and angular distribution of the anions.
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2. EXPERIMENTAL APPARATUS

Both the GASIC [8] and EIFA [9] apparatuses use  cross
electron/molecular beam geometries with the electron gun as the source of a
monoenergetic magnetically collimated beam of electrons encountering the
molecular beam derived from an effusive capillary. Operating pressures differ in
orders of magnitude due to the higher efficiency of ionisation observed with
GASIC (10 mbar) compared to the fluorescence of nitromethane (10™* mbar).
However, in both cases the single collision event condition is observed.

The GASIC experiment was used for examination of the DEA to
nitromethane. DEA is aresonant process in which the incident electron is
captured by the neutral molecule forming a transient negative ion (TNI), which
subsequently decays into anionic and neutral fragments. Anions enter the flight
tube at the end of which a positive sensitive detector (PSD) is placed. Mass
spectra are collected in the pulse counting mode of the PSD and the VSI of anion
distribution obtained. Electron induced fluorescence (EIF) and dissociative
excitation (DE) of nitromethane was studied using EIFA. Radiative deexcitation
was detected with a photomultiplier after the light has passed through an optical
Czerny — Turner monochromator operating over the spectral range 180 — 700
nm. Using this apparatus we are able to obtain electron energy resolved spectra,
emission cross sections for EIF and DE processes and the thresholds for these
reactions for both ionic and neutral fragments.

3. EXPERIMENTAL RESULTS AND DISCUSSION

Using the GASIC apparatus we obtained anionic mass spectra for
nitromethane at several electron energies. The anion yield of O was measured
and two resonances at 6 eV and 10 eV (Fig. 1.). The O ion distribution occurs
as big ‘spot’ without any anisotropic structure. The large radius of the ‘spot’
suggests a high kinetic energy of the product anions.
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Figure 1. The VSI of O from CH;NO, obtained at 6 eV (left) and 10 eV (right).
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The major advantage of VSI measurements compared to other turn table
techniques is its ability to measure the angular distribution in the whole range
from 0 — 180°. The lack of anisotropy in angular distribution provides us with
clear information about the TNI symmetry. From the radius of the Newton
sphere on the image, the initial kinetic energy and the internal energy of the
anions can be determined (Table 1). High kinetic energy anions are detected.

Table 1. The kinetics of DEA channels leading to the formation of O  based on
thermochemical data. The bond energy (Dap ) and electron affinity (EAc) were
taken from Sailer et al. [10]. The incident electron energy (E.) was taken from
our results. All values are given in eV.

Negativeion ~ EA. Dap.  Eppreshors  Ee-(max  Eggr  map/Mapc  Enmax

channel c peak)
O +CH;NO 146 4.76 3.3 6 2.7 0.7377 1.9918
10 6.7 4.9426

An emission spectrum of nitromethane in the region 300 — 670 nm was obtained
at 50 eV electron energy impact using EIFA operating with a resolution of ~0.8
nm (Fig. 2)
20
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Figure 2. The emission spectrum of CH;NO, obtained at 50 eV electron impact
with the most intense transitions determined. Balmer lines are marked and three
wide bands of mixed CH and CN electronic-vibrational transitions.
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4. CONCLUSIONS

The angular distribution and kinetic energy of O anionic fragments,
formed through scattering resonances has been reported. The emission spectrum
of the nitromethane in the range between 300 — 670 nm with EIFA was recorded
and the most intense lines and bands were identified, namely hydrogen Balmer
lines, CH bands and CN violet band. Further work with the molecule is planned
in the future in order to obtain more detailed information on the electron energy
levels, threshold energies and DE cross-sections.
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Abstract. To reveal fundamental mechanisms of DNA radiation damage and to
understand the mode of action of potential radiosensitizers used in tumor radiation
therapy, we have studied the dissociative electron attachment to 2-Fluoroadenine
in the energy regime 0 — 12 eV. For this, we irradiated the gaseous sample with
low-energy electrons and detected the resulting fragment anions with a
guadrupole mass spectrometer. We could observe various fragment anions,
among them the (M-H)on which is formed via several overlapping resonances
between 0.5 and 2.5 eV. We compare the results with DEA data from non-
fluorinated adenine and we identified novel fragmentation pathways opening up
in 2-fluoroadenine. In general we observed that the low-energy resonances of
2-fluoroadenine result in more effective fragmentation than in adenine.

1. INTRODUCTION

Low-energy electrons (0-20 eV) belong to the most important
intermediates in DNA damage by high-energy radiation since DNA strand breaks
can be induced by dissociative electron attachment (DEA). During the last decade
research on DEA was focused on small DNA building blocks and especially the
guestion of where the extra electron can initially localize and which anion states
can lead to a DNA strand break. In 2002 it was proposed that an initial capture of
a 1 eV electron by the* orbital of a nucleobase leads to a subsequent transfer of
the negative charge toat orbital of the DNA backbone and results in a DNA
backbone cleavage at the phosphodiester bond [1]. Different studies have shown
that electrons down to 0 eV can also attach to the sugar D-ribose [2, 3] and the
phosphate group [4, 5] resulting in a multitude of dissociation reactions, each
representing a DNA strand break.

Fluorination at different parts of DNA building blocks increases the sensitivity
towards low-energy electrons, resulting in a more efficient DEA [6]. Therefore,
fluorinated nucleobase derivatives are currently being used in tumor radiation
therapy to enhance the sensitivity of tumor tissue towards radiation. Within a
broad effort to understand the mode of action of existing therapeutics for tumor
radiation therapy and to explore potential and improved radiosensitizers, we have
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studied recently the radiosensitizer gemcitabine [6]. Gemcitabine is a derivative
of deoxycytidine, which is fluorinated at the sugar moiety. The DEA study on
gemcitabine revealed that fluorination can selectively enhance DEA cross
sections associated with the exact position of fluorination within the molecule.
Here, we extend our DEA studies on potential radiosensitizers and analyze DEA
to 2-fluoroadenine (2FA). A comparison of the DEA process in 2FA with the
respective processes in non-fluorinated adenine (A) reveals details about
modification of specific dissociation processes.

2. EXPERIMENTAL SETUP

DEA to 2-fluoroadenine was measured with a crossed molecular/
electron beam setup (Figure 1) [7]. A trochoidal electron monochromator de-
livered an electron beam of 200-250 meV energy resolution. The substance
sublimated by thermal evaporation at 150-190 °C. Anions were formed by
electron attachment and the anionic products were analyzed with a quadrupole
mass spectrometer. The intensity of each individual fragment anion was recorded
as a function of the electron energy in the range of 0-12 eV.

Secondary
Electron
Multiplier

Quadrupole
Mass
- Spectrometer

&—)B Heating .
(halogen lamp) Nanoampéeremeter

Ion Optics

Electron Monochromator

A

Gas

Thermoresistant
(Pt 100)

Heating
(halogen lamp)

Figure 1. Experimental setup for DEA to 2-fluoroadenine.
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3.RESULTS

Fragment ions resulting from DEA to 2-Fluoroadenine have been
detected with different intensities at 152, 133, 132, 98, 96, 82, 80, 59, 45 and
26 amu. Some of them are comparable with the non-fluorinated adenine [8, 9],
yet few reveal different resonance energies. The fragment ion at 152 amu shows
the highest signal intensity and can be ascribed to the dehydrogenated parent
anion (M-H). The loss of H proceeds through different and strongly overlapping
resonances between 0 and 3 eV. The fragment ions (M-t (M-HF-H) at
133 and 132 amu are mainly created through higher energy resonances between
4 and 7 eV. The second strongest signal at 45 amu has been attributed to the
(FCNy ion. The (FCN) ion was detected at 59 amu with lower intensity. A
small amount of CN (26 amu) was created through a resonance close to 0 and
2eV. In contrast to adenine no CMould be observed at 6 eV from the
fluorinated analogue. At 96 amu a small signal is generated at 0 eV (Eq. 1),
which can be ascribed to &-N,)" (Figure 2).

CsH4FNs + e — (CsH4FNs)* — (C,HFN,) + neutral fragments 1)

For adenine no comparable fragment could be detected. 2FA has a higher dipole
moment than A. Hence, it is suggested that the fragment at 96 amu is formed via
a vibrational Feshbach resonance around 0 eV. The near 0 eV resonance creates
further anionic fragments with different masses.

In conclusion, we observed anionic fragments formed through different DEA
mechanisms such as vibrational Feshbach resonances, shape and core excited
resonances.

14

12

% 107 96 amu
€ 4 (C4HFN,)
o Ml l‘l h ‘)“M\l‘u}h MLl \Mu Il ‘|h\l\“\ [ MMIWm Lt L uuu\‘Lhumutt il |"“ mm‘lml\

Electron energy / eV

Figure 2. lon yield curve of (GHFN,)" formed via DEA to 2-Fluoradenine
measured with quadrupole mass spectrometer.
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Abstract. We have investigated 375 keV Xe™" ions collisions with cytochrome ¢
(=12.5 kDa) and BPTI (=6.5 kDa) gas-phase protein anions of selected charge
states. The experiment has been performed by coupling a linear quadrupole ion
trap mass spectrometer, equipped with the electrosprayed ions probe, to the highly
charged ions (HCIs) beamline. We report the first results on HCI interaction with
stored protein anions, showing a multiple electron capture accompanied by
neutral losses, as dominant relaxation channels.

1. INTRODUCTION

There is a large interest to study high-energy particles (electrons,
photons, ions) collisions with biopolymers (proteins and DNA) isolated and
maintained under well-defined conditions in the gas phase. Such studies can
improve our understanding of the basic physicochemical properties of
biomolecules, as well as the interplay between these properties and their function
[1]; lead to important new applications such as novel methods for protein
sequencing [2]; and support research on radiation damage and novel medical
methods such as ion-beam cancer therapy [3]. However, it is experimentally very
challenging to bring large biomolecules such as proteins and DNA intact into the
gas phase and perform standard collisional experiments under well-defined
conditions.

We have recently developed an experimental setup [4] that couples a
linear ion trap with the synchrotron beam, thus allowing to perform controlled

email: vraz@ipb.ac.rs
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investigation on energetic photon (VUV and X-ray) interaction with large
multiply charged biopolymers and to study, for the first time structure and charge-
state dependence of the gas-phase VUV ionization of proteins [1] and X-ray
inner-shell excitation/ionization of proteins [5].

Most recently, we have extended our study to collision with ions, in
order to investigate highly charged ions interactions with multiply charged protein
ions stored in a linear ions trap. Particularly, we have studied the interaction of
375 keV Xe®" ions with cytochrome ¢ (=12.5 kDa) and BPTI (=6.5 kDa) gas-
phase protein ions of selected charge states as a function of the precursor charge
state.

2. EXPERIMENTAL SETUP

The experimental setup is based on a commercial linear quadrupole ion
trap (“Thermo scientific LTQ XL”), equipped with an electrospray ion source
(ESI), which has been coupled to the ARIBE beamline, the low-energy ion beam
facility of the GANIL in Caen, France [9]. A detailed description of the
experimental setup, which has been previously coupled to synchrotron
beamlines, is given elsewhere [4,6]. Briefly, the target ions were produced by
ESI and introduced from the front side into the ion trap; after isolation of the
desired precursor, the Xe*" ion beam was introduced into the trap through the
back lens of the LTQ XL spectrometer. The vacuum manifold with a turbo
pumping stage has been designed to accommodate pressure difference between
the beamline (10™® mbar) and LTQ (10~ mbar).

Multiply deprotonated cytochrome ¢ and BPTI (Sigma Aldrich)
molecules were generated by the ESI source from water/acetonitrile (75 : 25)
solution at 10 mM. Negative protein precursors have been isolated in the gas
phase in the ion trap and submitted to 375 keV Xe*'. The mass spectra have
been repeatedly recorded for a specific precursor, after an irradiation time of
about 1 s. For each charge state, the background signal (both without the incident
ion beam and without the targets ions in the trap) has been recorded, as well.

3. RESULTS AND DISCUSSION

Cytochrome ¢ has been investigated previously in our work on X-ray
interaction with trapped biopolymers [5] and very recently in collisions of 96
keV Xe*" jons [7]. The present contribution present results for a selected -11
charge state precursor. BPTI protein has been investigated further, representing a
complex biopolymer, which should not unfold in the gas phase (until some
degree of protonation) due to disulfide bridges [1].

Figure 1 shows tandem mass spectra upon Xe>' ion activation of
deprotonated cytochrome ¢ (a) and BPTI (b) proteins. Except the dominant peak
corresponding to the precursor ion, additional peaks at higher m/z, which
correspond to the electron capture by the highly positively charged Xe projectile,
are clearly seen. The electron capture, i.e. electron detachment from the
precursor protein ion to one Xe®' orbital, is accompanied by intensive neutral
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losses. In both cases, the dominant loss corresponds to the mass of about 44 Da,
thus suggesting a possible loss of CO,; however, neutral losses from the amino
acids cannot be excluded, therefore more detailed measurements with higher
mass resolution are needed in order to perform an accurate analysis. Still, it is
interesting to note that the dominant reaction channels upon highly charged ion
collisions with trapped proteins anions represent the electron detachment
(captured by the incident projectile) accompanied by neutral losses, whereas
backbone fragmentation is less abundant. This might be regarded as a surprise
considering previous results with amino acids [10] and peptides [8], however,
this is actually in line with the our most recent study on soft X-ray [5]. Indeed,
the susceptibility of proteins biopolymers to energetic ion bombardment is
significantly different in comparison with their monomer units (amino acids),
suggesting that a so-called building blocks approach may not be relevant in this
particular case.

188 T T T T T T T T T T L
Precursor: M""  Pprojectile: Xe'? (a)
1 (m/z 1122) Target: Cytochrome C
1.5 1 Precursor: -11
T M—10 -9
1.0 5 Neutral Neutral
i losse Iosse\
o
Q\, 0.5+ \
> J
= ‘
c 00 T T T T T T T T T T T
[0]
-E 1100 1150 1200 1250 1300 1350 1400
o Rz T T T (bI)J:
> i . M5 T
= 1 Precursor: M Projectile: Xe*?®
o) 4 (m/z 1301) Target: BPTI
0'd ] Precursor: -5
3 4
| M
2 -
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1 _JL Iosses\ Iosses\M-s
o e
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Figure 1. Tandem mass spectra of -11 charge state precursor of cytochrome ¢
protein (a) and -5 charge state precursor of BPTI protein (b) upon activation by
375 keV Xe'™* projectiles.
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Abstract. Inelastic transitions in slow ion-atom(ion) collisions He?*+H
or Het+H* are determined by properties of the quasi-molecule HeH?t.
Assuming straight-line trajectories of the heavy particles one can define
dynamical adiabatic potential energy curves (DAPEC) which depend on
internuclear separation R and an additional parameter w = pv - product of
the impact parameter and relative collision velocity. We study the analytic
continuations of DAPEC into the complex R-plane. Probabilities of the non-
adiabatic transitions are determined by the positions of the branch points
connecting various DAPEC surfaces. We investigate how the positions of
various branch points change with the variation of the parameter w.

1. INTRODUCTION

The crossings of electronic adiabatic eigenvalues (potential energy
curves (PEC))in the complex plane of internuclear separations R, play the
key role in the standard (separable) one-electron two-Coulomb-center prob-
lem (see review paper [1]). They can be verified only by direct numerical
calculation in the complex R-plane as branch points R} connecting two PEC
g;(R) and e5(R) of the same symmetry - Ag;s(R) ~ v/ R — Ry. If the dis-
tance from the real R-axis to the branch point R; is proportional to A it
is named hidden crossing, whereas if it is exponentially small with respect
to the inverse of Planck constant % it is named avoided crossing. In fact,
¢;(R) and e;(R) are different branches of a single (multivalued) analytic
function e(R). If we adopt the impact-parameter method for description of
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a collision problem, that is assume that nuclei follow classical trajectories
defined by the given function R = R(t, p,v) of time ¢, impact parameter p,
and asymptotic relative collision velocity v, then the ”single pass” electron
transition probability via crossing is determined by expression

2 dR
sl = exp( = im [ e(B) —2=]). M
where vg(R,p,v) = dR/dt is the radial collision velocity. The contour
L in complex R-plane starts at any real Ry where e(Ry) = &;(R1) goes
around complex branch point R;, and ends up back on any real Ry where
E(Rg) = Ef(RQ).

The transitions caused by the rotation of the internuclear axis which
are known to be localized in the regions of degeneracies (exact crossings) of
PEC corresponding to states with different symmetries, in the standard adi-
abatic approach can be taken into account only by numerical close-coupling
calculations.

2. DYNAMICAL ADIABATIC THEORY

We consider a collision system consisting of a single electron and two
bare nuclei of charges Z4 and Zp travelling along the straight-line trajecto-
ries in the (z, y)-scattering plane, so that R(t) = Rp(t)—Ra(t) = vtx+py.
We next modify the electronic time-dependent Schrédinger equation (for
details see Ref.[2]): the electronic coordinates (z,y,z) are divided by the
internuclear separation R(t) and subsequently transformed to the rotating
(molecular) coordinate system (g1, q2,q3) with the ¢; axis directed along
the internuclear axis. Finally, one arrives at the eigenvalue problem for
DAPEC:

H(Ra w)q)j(qu’w) = Ej(va)(I)j(qv va)v (2)

with (we use atomic units throughout)

1 Z A Zp 1 454
H(R,w) = —5A, R(|q+aq1| + |q—ﬂq1|> twls+ 50" (3)
where ¢ is the unit vector along ¢; axis, « and 8 (o + § = 1) define the
position of the coordinate origin on the internuclear axes and L3 is the
operator of the projection of the electronic angular momentum onto the
direction perpendicular to the scattering plane. The parity II3(gs — —¢3)
is the only conserved symmetry.

The general properties of DAPEC E; (R, w) for the complete range
of real internuclear separations R € (0, +00) have been studied in our recent
work [2]. An example for w = 1 in the case of HeH?*t system is show in
Fig.1. Note, that any DAPEC E;(R,w) is related to the usual PEC ¢;(R)
of the two-Coulomb center problem by relation E;(R,0) = ¢;(R)R?.
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Figure 1. Solid lines are low-lying scaled DAPEC represented in terms
of ”effective united atom principal quantum number” NjUA (R,w) = (Za +

Zp)[-2E;(R,w)/R? /2. Dashed lines correspond to standard PEC of the
(HeH)?" molecular ion labeled by united-atom quantum numbers

3. RESULTS

Here, we are interested in analytic continuations of DAPEC into
the complex R-plane, i.e. the solutions of the eigenvalue problem Eq.(2) for
complex values of R. The numerical method used is the same as described
in our previous work [2] for real values of R. The solutions enable us to
detect the various branch points Ry (i, f; w) connecting the pairs of complex
DAPEC E;(R,w) and E¢(R,w). The single-pass electron transition proba-
bilities will be given by Eq.(1) with substitution: e(R) — E(R,w)/R?.

In dynamical adiabatical representation the rotational transitions
are transformed into radial transitions through the operator L3 in Eq.(3),
generating the so cold Lg — crossings. Two examples of the L3 -crossings
are shown in Fig.2. At w — 0 they correspond to 2po — 2pm or (i, f) =
(2,3) and 2s0 — 2prw or (i, f) = (3,4) rotational coupling in the united-
atom limit. However, as w increases, one can notice the transformations:
Ry(2,3;0.3) = Ryp(2,4;0.5) and Ry(2,4;0.75) — Rp(2,5;0.8). This kind of
transformations are caused by the relative motion of other branch points in
the complex R-plane. For example, the first of these transformations occurs
due to the change of position of the branch points in the other shown L3-
trajectory, namely due to the fact that Re Rp(3,4;0.3) < Re Ry(2,3;0.3)
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and Re Rp(3,4;0.5) > Re Ry(2,4;0.5). Also sown in Fig.2 as full squares in
the limited region are hidden crossings labeled as w =0 — 1(1 — 2), (1 — 5)
which at w — 0 correspond to 1so 2po (i.e. (j=1 - j’=2)-radial coupling
between the ground and the first excited state. As detailed calculations
show they undergo the transition Ry(1,2;0.75) — Ry(1,5;0.8) which can
be explained by the positions of the branch points from the L3 - trajectory
just below them: Rp(2,4;0.75) < Re Rp(1,2;0.75) and Re Rp(2,5;0.8) >
Re Ry(1,5;0.8). Additional types of branch pints and their transformations
will be discussed at the conference.

1.5+
0=0-1(1-2),(1-5) ||
1(2-5)
09(2:5) »
1.0 /
_ ©=0.75(2-4) /o' 0.8(2-5)
: 0.5(2-4) o/* 0-6(2-4)
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£ S
0.5+ 0.4(2:3) 0.3(2-3)
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onuﬁg/m//0%ae)o334 05(-4)
0.005(2-3) 0.1(3-4) : ig:’z”,,,,/A
0.0 ' 0?5 ' 'ITO ' 'I.IS
ReR [a.u.]

Figure 2. Each branch point Ry(7, f;w) is labeled as w(i — f). Full circles
are Ls-crossings which undergo transformations Ry (2, 3;0.3) — Ry(2,4;0.5)
and Ry(2,4;0.75) — Ry(2,5;0.8). Full triangles are part of the Ls-crossings
trajectory Rp(3,4;w). Full squares labeled w = 0 — 1(1 — 2), (1 — 5) are the
hidden crossings.
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Abstract. The Schrodinger formalism of the continuum-distorted-wave method
is used for the analysis of capture with ionization in the region of intermediate
and high particle-collision rates. The proposed formalism is tested on the
example of the capture cross section with ionization of the collision of a helium
atom with protons. The results obtained are shown to be in good agreement with
experimental data.

Methods of describing elementary processes in the region of intermediate
and high particle-collision rates are developing especially intensely [1]. Methods
taking into account possible multi-step reaction mechanisms may be mentioned as
among the most successful approaches to the solution of this problem. One may
include in these methods the continuum-distorted-wave (CDW) approximation
method [2, 3], which, as studies have shown [3, 4], gives a qualitatively correct
description of second-order effects. This method has been used for calculation of
total and differential cross sections of "pure" charge-exchange processes [3] and
"pure" ionization [4]. We considered the charge-exchange (capture) with
simultaneous ionization of

A%+ B2 5 A% + BY 4o, (1)

constituting a two-electron transition. where one of the electrons of "target-atom"
B?* is captured by incident particle 4“/, while a second one of its electrons
passes into the continuous spectrum. The successes attained in the study of
charge-exchange and ionization processes based on the CDW method have
prompted us to work out the Schrodinger formalism of the continuum-distorted-
wave method to describe the capture process with ionization (1). We will the
relative motion of the nuclei of the colliding particles is therebv described bv the
straight-line trajectory R(r)= p + 0t, where R is the vector joining the nuclei of
the system, p is the target parameter, and ? is the relative velocity of motion of
the nuclei of the colliding particles. We will assume that in reaction (1) the core
electrons of the 4%+ and B” ions do not change their state. The total electronic
Hamiltonian of the system in this case has the form (e= /i =m=1):

_ 1 2z 7,) 1 72,z
H:H0+V, HO :_EZA'/ i V:_Z(Sj—k;]—k—}_[iRB’ (2)

J=1 J=1 J J
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where 7,7, are the effective charges of the atomic cores of A%t B X5
7. describe the position of the j electron with respect to the ion B”" | the incident

particle 4%, and the center of line segment R. The essence of the CDW method
consists in separation of the total Hamiltonian of the system into two parts:

2
H=H,+v,;H,=H,+V,;0,=V-V,; K:—Zé+i, 3)

ERIAT
H=H,+v,; H =H,+V,;0,=V-V,; V,==Z,[s, - “

One of them - H,(H f) (usually called the channel Hamiltonian) - defines the
bound states in the system, while the other - v (v f) - gives the remainder not

containing the bound-state contribution. We also introduce wave functions
W (t), ¥;(¢), which are exact solutions of the Schrodinger equation

i f
0yt
(g =0, )

but satisfy different boundary conditions for large [t [S]. We introduce the wave
function y* ( Z;) (the distorted wave), appearing as the solution of the

nonstationary Schrodinger equation in some potential U, (U f):

.0 . L0 -
[H,.+U,.—latj;(, =0, (Hf+Uf—zatj;(f =0. (6)
It is necessary to solve these equations with the boundary conditions
2 (07 explic, ()], 7, ()——s @ expl-icr ()], where o, and o,
are the Coulomb phase [5].

We construct the distorting potentials U,, U , in the following form:

2
VVi =vi _Ui =Z’4(113_1J_Z ¢iB(5C.155C.2)va[¢i3(£l’5é2)]_l’ (7)
S2 k=1
1 1 1 1 = e _\H
W,=v,-U,= Q[R—Szj—xlz—xl—vl (/7;(51)V1[¢’;(51)] . ®)

With this choice of U, (U f), equation (6) allows separation of variables, and its

solution is expressed in terms of the degenerate hypergeometric functions:

F_ BT+ - —®dAT-
Xi _(I)i Li 4 Zf_q)fov

i

L= N(,) exp{imln(vR - u%)}x1[«*(1'VA,1,1'1)Sl LiD5);
[

L, =N"(v,) exp{—imln(vR + vzt)}X(pE(?cz)F(ivB,l,ivxl +iv%). )
: [
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Taking into account the condition }irg <q)j exp[— io, (t)]‘ Zi+> _ lim<‘I’f’ ‘ Z;> -0

100

imposed on U, we shall represent the desired amplitude of the capture process with

ionization in the "prior" formalism in the following form:

A;(p)=lim(¥} |®f explio, (¢)]) = lim (¥} | 1) = —det”dF] i, ;" w, yr. (10)

[——o0 1——o0

Using the expressions (99) for functions y and X present A in the form:

Ay (p)=~i(2r) (o) N(v N, N(E,) [ de[[ dF, dF, e P75250G, G, (1)
G, =) Flivy Livx, +i0%)F (&, 1 ik x, +ik %, ):v=2,(Z,~1)/v;
G =V, ¢’(%.%)V, Fliv,livs +i05); AE=E +E/-E". (12)

The most convenient way to calculate the capture cross section with
ionization is with the help of the well known Fourier transform method [3]. In the

limit 4 — oo the quantum mechanical transition amplitude R, is the Fourier

transform of the quasiclassical analog of the transition amplitude .}7[1.; [3, 6]:

R, (7)=(27)" [dp expl-i71 p) A; () (13)

where 7j is a two-component vector perpendicular to v: 7j - 0 =0. Taking (11) into
account, equation (13) is easily transformed into the form

EK;’(ﬁ)zNAB(i’j)’ (14)
J = [[a% dz, explilps, — %, [ F vy Live, +i05)F &, Likx, +ik %, )x
‘ IV EN S

2riv
i=Id§1 exp(iﬁ§1)¢f*(i)v§] F(iv,,livs, +iD5,); qzﬁ_[%Jrgj

XV;, (piB(fwfz); N;=

(15)

<H

Below we shall use the free-electron approximation for the description of the
bound states of the active electrons and shall present the two-electron wave

function in the form ¢°(%,%,)=¢@"(% )@’ (%,). Setting up the problem as

explained above leads to factorization of the matrix element (15), in which
integration over X, and ¥, is carried out independently:

J=J,-J,; Jy = [d% explip,) Fliv,, Livx, +i0% )V, ¢ (%);
J, =[5, exploik 5, ) Fg, Likox, +ik 5, )p? (7,)- (16)
Choosing ¢”(¥,), (ojf in the form of very simple variation functions with effective

charges 1=7, and Z, and applying Nordsieck's method of contour integration

[8], we find that the matrix elements j1 > Jys I canbe expressed in the form:
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J, = -8wiAN,(Z + p ) (1= 2" (1= v, )p vy 1 20 |
T, =8N, (B + k) (1= 25) % (A= i)+ i&, (- ik )1 - 25)"]:
T=-87v, 0N, (Z2+¢) (-2)"" (v, +i7):
V=GV A= PU. L idktK (g
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Figure 1. Capture cross section with ionization for collision of a He atom with

protons. Theory: solid line — CDW method. Experiment: V -[9], O - [10].

The total capture cross section with ionization (1) is expressed by the formula
T P S 2
07:?ZS”ZIdk'kz‘NAB(k)\ZIdU'U‘(I'Jlllz‘ ’ (18)
0 0

Results of calculations of total capture cross sections with ionization of
p + He(1S%) — H(1S) + He"" + ¢ are presented in Fig. 1 along with experimental
data [9, 10].
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Abstract. Rate coefficients for electron-impact ionization of CO molecules in the
presence of radio-frequency (RF) electric field have been calculated. Monte Carlo
method has been applied to obtain non-equilibrium electron energy distribution
functions within one cycle of the electric field. The results have been obtained for
frequency values of 50, 100 and 500 MHz, at reduced electric field amplitude
value of 200 Td (1 Td = 10" Vm?). Time-dependent behavior of electron mean
energy and ionization rate coefficients under the influence of frequency change
was studied and it is presented in this paper.

1. INTRODUCTION

The study of electron-carbon monoxide collision processes is of great
importance for practical applications such as chemical detectors and laser
devices [1]. Investigation of electron-impact processes in the molecular gas
under the influence of radio-frequency electric field is necessary for technologies
such as RF plasma reactors, or RF excited gas lasers, based on the use of radio
frequency electric signal for excitation of gas molecules. One of the most
investigated types of lasers in the past decades is RF excited CO laser [2-4].
Modeling of these devices is significant for better understanding of excitation
and ionization mechanisms involved when an external time-varying electric field
is applied.

The aim of this work is to analyze the time dependent characteristics of
electron-impact ionization of CO under the action of external RF electric field.
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2. MONTE CARLO SIMULATION

Monte Carlo simulation developed for electron transport trough CO gas
molecules, previously described in [5], was modified for the case when time-
dependant electric field is present:

E(t) =2(E/ N)k cos(2nv ) )

where E/N 1is effective reduced field strength, v is frequency of the RF
field and £ is the unit vector in the field direction. For solving differential
equations of electron motion Eq. (1), we have used Runge Kutta method [6].

Electron position and velocity is determined after each time step (Af) in
the simulation. When the steady state is reached, the electron energy is sampled
in each At within one period, resulting with the time modulated non-equilibrium
electron energy distribution function (EEDF) [7].

Experimentally measured electron-impact cross sections for elastic and
non-elastic scattering processes have been used for simulation and for rate
coefficients calculation.

The simulation algorithm and the used cross section data set have been
successfully tested by comparison with experimentally measured transport
properties in DC field to those obtained by described simulation.

3. RESULTS AND DISCUSSION

Results have been obtained at E/N of 200 Td, for RF electric field
frequencies of 50, 100 and 500 MHz.
The initial electron kinetic energy was 5 eV. The gas pressure was 1 Torr (133.3
Pa). The non-equilibrium EEDF was sampled in order to calculate the rate
coefficients for considered process at specific time (t), given by the following
equation:

K({(e,1),6) = {2/m, ja(s)\/Z fulet),e,0de )

£

thres

where <8> is the mean electron energy, o(¢) is the excitation cross section for

the given process, € is the threshold energy for observed process

tresh

fe(<£,t>, &,t) is the normalized EEDF. The Figure 1. presents the change of

mean electron energy during one cycle of electric field at 200 Td, for different
values of frequency.
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Figure 1. Mean electron energy values at 200 Td at various RF field frequencies
(indicated).

With increasing frequency the mean electron energy decreases. This is
caused by the phase delay between mean energy and electric field oscillations,
since it becomes more difficult for electrons in the CO gas to follow the changes
of the external electric field as the frequency is increasing. At 500 MHz
oscillations start to diminish.

Rate coefficients for electron-impact ionization of CO for the E/N value

of 200 Td at frequencies: 50, 100 and 500 MHz during one cycle are shown on
Figure 2.
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Figure 1. Ionization rate coefficients for frequencies: 50, 100 and 500 MHz at
200 Td.

The decrease of ionization rate coefficients with increasing frequency is
noticeable, just as with mean electron energy, due to incapability of electrons in
the CO gas to follow the change of electric field. Generally, because of changes
that appear in EEDF’s at high energy, the variation of ionization rate coefficients

with frequency in one period is more pronounced than it is the case with the
mean electron energy [7].
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4. CONCLUSIONS

Set of rate coefficients for electron-impact ionization of CO gas under
the influence of RF electric field are obtained. By means of Monte Carlo
simulation, EEDF’s has been sampled within one phase of the electric field.

An insight into time-modulated properties of the mean electron energy and
ionization rate coefficients is given.
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Abstract. We study the electron transport in gases used by Resistive Plate
Chambers in ALICE, ATLAS and CMS experiments at CERN. Particularly, we
identify and discuss the electron transport phenomena in these gases using the
Boltzmann equation analysis and spatially resolved Monte Carlo calculations. The
understanding of electron transport phenomena and its implications is necessary
for correct implementation of transport data in modeling of these devices.

1. INTRODUCTION

Resistive Plate Chambers (RPCs) were introduced in 1980s as a practical
alternative to spark counters with localized discharge [1,2]. Today, they are one of
the most frequently used particle detectors in large high energy physics
experiments owing to their outstanding timing resolution, good spatial resolution
and low cost per unit volume while the electrodes of highly resistive material (e.g.
glass or bakelite) make them resilient to destructive discharges [3]. They also
found their way in other areas such as geophysics and medical imaging [4].

There were many approaches in modeling of RPCs. Being analytical,
fluid or Monte Carlo based [5], they all require the knowledge of electron
transport data in gases which are used as input parameters. Also, a matter of
particular importance which had practically no attention in the particle detector
community is the correct implementation of these data with respect to duality of
transport coefficients. For example, in fluid modeling of these devices one must
use the flux data but in models where electron avalanche is treated as a whole,
bulk data must be used. In this work, we calculate the electron transport
parameters and study the associated kinetic phenomena in gas mixtures used by
RPCs in ALICE, ATLAS and CMS experiments at CERN.

2. THEORETICAL METHODS

Electron transport coefficients are calculated from the solution of the
non-conservative Boltzmann equation (BE). Instead of the conventional two
term approximation for solving the Boltzmann equation, we have used a
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Figure 1. Variation of the mean energy with E/N for RPCs used in ALICE, CMS
and ATLAS experiments at CERN.

contemporary multi term approach [6]. In addition to Boltzmann equation, a
Monte Carlo technique is used to sample spatially resolved transport data; for
more details the reader is refer to [7].

3. RESULTS AND DISCUSSION

The results in this section are calculated for the following RPC gas
mixtures of C,H,F4/iso-C4H;¢/SF¢, used at CERN: (1) ALICE timing RPC,
90/5/5; (2) ALICE triggering RPC, 89.7/10/0.3; (3) CMS triggering RPC,
96.2/3.5/0.3; and (4) ATLAS triggering RPC, 94.7/5/0.3. We use the cross
section set for C,H,F, developed by our group [8], cross section for iso-C,Hj,
taken from MAGBOLTZ 2.7.1 code developed by S. Biagi [9], and cross
sections for SFy taken from Itoh et al. [10]. The reduced electric field E/N is
given in Td (1 Td = 1x107*' Vm?).

Figure 1 shows mean electron energies over a range of E/N values, for
different RPC gas mixtures used at CERN. We may observe a very small change
of mean energy up to about 30 Td where the rapid rise begins. The small change
of electron energy is due to the rising collision frequency for vibrational
excitations in C,H,F,. This effect can be named as inelastic cooling since the
electrons loose considerable energy in inelastic collisions. At about 30 Td cross
sections for vibration excitation begin to drop and electron energy starts to rise
rapidly. In addition to inelastic cooling, for ALICE TOF mixture with higher SF
concentration, one can also observe that in the same £/N range the mean energy
is significantly higher than the thermal value of 0.038 eV. This is a typical
example of attachment heating [11] which takes place since electrons with lower
energies are consumed in thermal attachment by the SF¢ molecules.

Calculations of drift velocities (Figure 2) reveal another interesting
phenomenon: the bulk drift velocity in case of ALICE TOF mixture exhibits a
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Figure 2. Variation of the bulk and flux drift velocities with £/N for RPCs used
in ALICE, CMS and ATLAS experiments at CERN.

prominent negative differential conductivity (NDC) while this effect is not
present in the flux component or in any other gas mixture. NDC is a kinetic
phenomenon defined as a decrease of drift velocity with increasing electric field
strength [12]. It arises from a certain combination of elastic and inelastic cross
sections and is usually present in both flux and bulk components of drift velocity
but it was argued whether it can be present only (or dominantly) in the bulk
component when non-conservative collisions are present [13]. Here it is clear
that the NDC is induced by electron attachment since it is not present in the flux
component and the electron energies are well below the threshold for ionization.
The occurrence of NDC can be understood in terms of spatially dependent
(resolved) mean energy and attachment rate. It is well-known that the mean
energy is not constant along the swarm because the electrons at the front of the
swarm have higher energies than those at the back. This follows from the fact
that electrons at the front gain more energy from the electric field as they are
accelerated through a higher potential. As a consequence, the attachment rate
coefficient is not uniform because the cross sections for attachment are energy
dependent as well. In our case, the bulk drift velocity explicitly depends on the
spatial profile of the attachment rate. Since the attachment rate is greater at the
back of the swarm than at the front, the center of mass of the swarm shifts
forward which results in an increase of bulk component of drift velocity over the
flux component. This increase roughly depends on the spatial gradient (slope) of
the attachment rate coefficient. Figure 3 shows the spatial profiles of attachment
rate coefficients, for different E/N values, calculated using a Monte Carlo
technique. One must bear in mind that calculations were performed for a
stationary gas (7' = 0 K) and thus the values are shifted with respect to those
obtained from BE so that the onset of NDC (the peak in the bulk drift velocity)
corresponds to £/N = 10 Td. Indeed, one can see that the slope is at its maximum
for £/N = 10 Td. With increasing £/N the slope drops and so does the NDC.
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Abstract. In this work we apply a multi term solution of the Boltzmann equation
to investigate various aspects of positron transport in gases under the influence of
electric and magnetic fields crossed at arbitrary angles. Calculations are
performed over a range of E/ny and B/n, values, and angles between the fields for
positrons in N, and H,. Values of mean energy, drift velocity components,
diffusion tensor components and rate coefficient for positronium (Ps) formation
are discussed in this work. It is found that the angle between the fields can be
used to efficiently control the behavior of positron transport properties.

1. INTRODUCTION

In the standard Surko positron trap, the initial positron beam, guided by
electric and magnetic fields and by collisions with neutral buffer gas, rapidly
develops into a swarm-like distribution [1]. Positrons accumulated in the trap are
then used for different kinds of experiments in atomic, molecular and material
physics. Therefore, it is of great importance to have a full control over the
positron transport properties and over the process of positron accumulation. In
this paper, we extend our previous work on positron transport in a crossed field
configuration [2], by considering positron transport properties in N, and H, when
electric and magnetic fields are crossed at arbitrary angles. Results presented in
this work represent the first multi term solution of the non-conservative
Boltzmann equation for positrons in varying configurations of electric and
magnetic fields.

2. THEORETICAL METHOD

All information on the drift and diffusion of positrons in gases is
contained in the positron phase-space distribution function f{r,c?), where r
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represents the spatial coordinate of a positron at time #, and ¢ denotes its velocity.
This function is determined by solving Boltzmann’s equation:

[a[ +c-V, +£[E+c><B]-VC}f(r,c,t)=—J(f,fo), Q)
m

where ot, V ,»and Vv , are the gradients with respect totime, space and velocity,

while e and m are the charge andmass of the positron and E and B are electric
and magnetic fields.The right-hand side of Eq. (1) J (f, fy) denotes the linear
positron-neutral molecule collision operator, accounting for elastic, inelastic and
nonconservative (e.g. Ps formation and/or annihilation) collisions. The
directional dependence of f(r.c,z) in velocity space is represented by an
expansion interms of spherical harmonics:

Flre)=3 S f0( ) , o

1=0 m=—I
where C denotes angles of ¢. It is important to note that no restriction has been
placed on the number of spherical harmonics Y ”[11] (5) All calculations are

performed assuming hydrodynamic conditions; thus the spatial and explicit time-
dependences are treated by the density gradient expansion. The speed
dependence of f{r,c,?) is treated by an expansion in terms of Sonine polynomials
about a Maxwellian at an internally determined temperature. Applying these
expansions and finite truncation of Sonine polynomials and spherical harmonics,
the Boltzmann equation is converted to a hierarchy of coupled algebraic
equations for the moments of f which are related to the positron transport
properties. For more details on the applied theory and associated computer code
the reader is referred to [3] and references therein.

In this paper we discuss the behavior of the mean energy and drift
velocity as well as the behaviour of individual elements of the diffusion tensor,
using the cross section data for H, and N, described in our previous work [4]. For
an arbitrary field configuration, the drift velocity vector and diffusion tensor are
full and there are no symmetries that can be exploited.

3. RESULTS AND DISCUSSION

In ExB configuration and for a fixed electric field, the mean energy of
positrons is a decreasing function of B/n, [2]. This effect is known as magnetic
cooling. Here we examine how the angle between the fields influences this
effect. Fig. 1a shows the mean energy for positrons in H, for B/ny=1000Hx, as a
function of E/ny and the angle between electric and magnetic fields, y. For
increasing y we observe that the mean energy becomes less sensitive to the
details of collisions and that magnetic field starts to dominate the behavior of the
swarm. Also, for a fixed value of E/ng, an increase in y leads to a decrease in the
mean energy — the magnetic cooling effect is enhanced as the component of
magnetic field perpendicular to electric field is increased. Therefore, for a fixed
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E/ny, the mean energy can be controlled either by varying the strength of
magnetic field or the angle between the fields.

In a crossed field configuration, magnetic field nullifies the negative
differential conductivity (NDC) effect in the bulk drift velocity. When fields are
crossed at an arbitrary angle, the angle can also be used to control this effect. For
example, for positrons in H, (Fig. 1b), the bulk drift velocity for 1000Hx shows
NDC for low values of y (0°<y<65°). With an increasing component of the
magnetic field perpendicular to the electric field, the NDC effect is first reduced
and then entirely removed from the profile of bulk drift velocity. At y=85°-90°
there is no sign of NDC in the bulk drift velocity. The disappearance of NDC for
large angles is more pronounced for B/ny=2000Hx.

a2 o o

& [eV]

300
(a) En,[Td] 01 00 Angle [ degrees ] (b) E/ng [Td]

300
Angle [ degrees ]

0.1 oo

Figure 1.Mean energy (a) and bulk drift velocity (b) for positrons in H, as a
function of E/ny, and the angle between the fields (B/ny = 1000 Hx).

In this section we illustrate how the angle between the fields affects the
behavior of the diffusion coefficients. There are three diagonal elements of
diffusion tensor and they all respond in a different way to the magnetic field, the
non-conservative nature of Ps formation, collisions and the angle between fields.
The longitudinal diffusion coefficient nyD,, (it is assumed that the electric field
vector lies along thez direction while magnetic field is on y-z plane making an
angle y with the z-axis), is a decreasing function of angle  for a fixed E/ny.The
same applies for nyD,, which describes diffusion along the ExB direction. On
the other hand nyDy, increases with y.The off-diagonal elements of the diffusion
tensor also show different sensitivity to magnetic field, collisions and the angle,
and are of the same order of magnitude as diagonal elements. This suggests their
careful consideration in prospective models of positron traps. Off-diagonal
elements are not directly experimentally measurable quantities, but sums of
appropriate pairs are; a typical example is the Hall diffusion coefficient in a
crossed field configuration. It is interesting to note that some of the off-diagonal
elements of the diffusion tensor are negative. This “negativity” decreases with
increasing magnetic field.

In the Surko trap, electric and magnetic fields are both in axial
direction. For parallel fields, the mean energy and longitudinal diffusion are not
affected by magnetic field. For a fixed E/n, the transverse diffusion coefficient is
a decreasing function of magnetic field, which is evident from figure 2a for
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positrons in N,. In order to illustrate the explicit effects of Ps formation on
positron transport properties, in figure 2b, we show the relative difference
between the bulk and flux values for transverse diffusion coefficient. These
results can be used to find the optimal values of electric and magnetic fields in
the Surko trap in order to minimize losses to the walls.

o

Rblafive differncer] %%

3
3
o

Eln, [Td]
(b)

1000 10000.0 B/n, [Hx]

Figure 2.Transverse diffusion coefficient (a) and relative difference between the
bulk and flux values of the transverse diffusion coefficient (b) as function of E/n,
and B/n, for positrons in N, in parallel field configuration.

In conclusion, by varying the angle between electric and magnetic fields
we get a new method of controlling the properties of positron swarm. This can be
of great importance in experimental setups where accumulating a huge number
of these positrons is one of the crucial issues.
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Abstract. Scattering cross sections for electrons in CF;l are discussed using the
swarm method. Electron drift velocity, effective ionization coefficient and
diffusion coefficients are calculated using a Monte Carlo simulation technique
and from solution of the non-conservative Boltzmann equation. Calculated data
for pure CF;I and its mixtures with rare gases, N, and SF4 are compared with
those measured experimentally under both the time-of-flight and pulsed-
Townsend conditions. Among many important phenomena observed in electron
transport we note the existence of negative differential conductivity in the profile
of the bulk drift velocity with no signs of the same phenomenon in the profile of
flux drift velocity.

1. INTRODUCTION

Trifluoroiodomethane (CFsl) is a processing gas employed for plasma
etching of various materials. Due to its short atmospheric lifetime (1.8 days), low
GWP (0.4 times than of CO,) and high critical electric field (437 Td) CF;I shows
a promise for application as an alternative refrigerant to commonly used
fluorocarbons such as CF, [1], and as a potential high voltage insulator, both on
its own and mixed with N, and CO, in high-voltage insulation technology [2]. In
spite of these important applications of CFs], still there is a lack of reliable sets of
cross sections for electron scattering and associated electron transport
coefficients.

In this work we discuss the existing sets of cross sections for electron
scattering in CF;l. Using the swarm method, our initial set of cross sections is
constructed from other available sets, and data for individual scattering channels.
Calculated transport data are then compared with those measured in experiments
and if the agreement is not enough, then cross sections are modified. This process
is repeated until some preset agreement between theoretically calculated and
experimentally measured data is achieved. Increasing the accuracy of the set of
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cross sections, the electron transport is investigated using the multi term approach
for solving the Boltzmann equation where particular emphasis was placed upon
the explicit effects of non-conservative collisions on the drift and diffusion.

2. CROSS SECTIONS FOR ELECTRON SCATTERING IN
CFsl

The initial set of cross sections in this work was developed by Kimura
and Nakamura [3], and is presented by solid curves in Figure 1. Due to
disagreement between experimentally measured swarm data and those obtained in
theoretical calculations, we have concluded that there are some internal
inconsistencies in the set proposed by Kimura and Nakamura. Similar conclusions
have been recently found by Kawaguchi et al. [4].
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Figure 1. Cross sections for electron scattering in CF;I from Kimura and
Nakamura (solid curves) [3] and from our work (broken curves).

In this work the cross sections were extended in energy up to 1000 eV
so that calculated data may cover the region between a few Td and few
thousands of Td. This is of great importance having in mind the high critical
field of CF;l. The logarithmic extrapolation was used for electronic excitation
with the lowest threshold and for all vibrational excitations as well as for the
electron attachment. The Born-Bethe approximation was used to extrapolate the
cross sections for momentum transfer in elastic collisions and for the cross
sections for electronic excitation. The cross section for ionization was modified
as follows: in the energy range up to 45 eV we have used the cross section from
[3] while for higher energies than 45 ¢V we have included the theoretically
calculated cross section developed by Anthony et al. [5]. Using the data
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suggested by Christophorou [6], the cross section for attachment between 0.5 and
3 eV was reconstructed.

Cross section for momentum transfer in elastic collisions in the energy
region between 4 and 20 eV was modified together with the cross section for
vibrational excitation with the highest threshold in order to fit the drift velocity
from experimental measurements of Kimura and Nakamura [3]. The ionization
coefficient was fitted through the modification of cross sections for electronic
excitations having in mind the large uncertainties associated with the magnitudes
of these cross sections. Our final set of cross sections for electron scattering in
CF;l is shown in Figure 1. This set of cross sections provides much better
agreement between theoretically calculated and experimentally measured swarm
transport data as discussed below.

3. TRANSPORT COEFFICIENTS FOR ELECTRONS IN
CFsl

In Figure 2 we compare our results for the electron drift velocity with
experimental data obtained under the time-of-flight [3] and pulsed-Townsend
conditions [2]. The calculated values of W are initially lower than those
measured in experiments. After modification of cross sections the calculated
values of W are in a good agreement with experimental measurements obtained
under the time-of-flight conditions. Our flux drift velocity is calculated by the
two-term approximation (TTA) for solving the Boltzmann equation and using a
Monte Carlo simulation technique.
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Figure 2. Variation of the drift velocity with E/n, for electrons in CF;1. Our TTA
results are compared with those obtained in experiments for (a) our initial set of
cross sections and (b) our final set of cross sections.

Figure 3 shows the calculated values of effective ionization coefficient
(a+1m)/ny using the initial set of cross sections (a) and our final set of cross
sections (b). Values of (a+177)/ny measured by Kimura and Nakamura [3] and de
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Urquijo et al. [2] are also plotted. In Figure 3 (a), calculated values of (o~1)/ng
are higher than the measured data for higher E/n,. Calculated values using our
final set of cross sections agree well with the measured data in a wide range of
E/ny except for E/ny less than approximately 200 Td where the effects of
attachment are dominant.
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Figure 3. Variation of the effective ionization coefficient with E/n, for electrons

in CFsl. Our TTA results are compared with those obtained in experiments for

(a) our initial set of cross sections and (b) our final set of cross sections.

Other transport properties including diagonal elements of the diffusion
tensor, mean energy and rate coefficients are also calculated using a Monte Carlo
simulation technique and from multi term solutions of the Boltzmann equation.
Bulk values of the drift velocity and diffusion coefficients are evaluated and
explicit effects of the electron attachment and/or ionization are examined.
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Abstract. Electron transport coefficients required for the modeling of light
sources are calculated from the multi term solution of the non-conservative
Boltzmann equation. Calculations are performed over a range of E/ng
values (ratio of the electric field, E, to the neutral number density ng), gas
temperatures and metal vapor concentrations relevant to lamp discharges.
Values and general trends of mean energy, drift velocity, diffusion tensor
and rate coefficients are presented in this work.

1. INTRODUCTION

The progress and further improvements of light sources based on low
or high pressure electrical gas discharges require the most accurate modeling
of charged particle transport processes in noble-gas-metal-vapor mixtures
[1]. In particular, modern high intensity discharge lamps are usually filled
with noble gas at high pressure (0.1 to 12 bar) and metallic salts. Noble
gas provides light during the initial warm-up phase of the operation while
metallic salts take over light emission after they have evaporated [2]. Our
work has been motivated, in part, by recent suggestions that highly accurate
data for transport coefficients required as input in fluid models of lamp
discharges may significantly improve the existing models. Current models
of such lamps require knowledge of the plasma electrical conductivity, which
can be calculated from the cross sections for electron scattering in noble-
gas-metal-vapor mixtures and mobility coefficients presented in this work.

In this work we investigate electron transport in mixtures of noble
gases (He, Ne, Ar, Kr and Xe) and metal vapors (Na, K, Cs, Mg and Hg)
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under swarm conditions using a multi term theory for solving the Boltzmann
equation [3]. In section 2, we give a brief discussion of the theoretical multi
term solution of the Boltzmann equation under non-conservative conditions
while in section 3 we present a few examples of our systematic study of
electron transport in noble-gas-metal-vapor mixtures.

2.THEORETICAL METHODS

Electron transport coefficients are determined by solving the non-
conservative Boltzmann’s equation under the hydrodynamic conditions for
electrons drifting and diffusing through the noble-gas-metal-vapor mixtures
under the influence of spatially homogeneous electric field. In brief, the
solution of Boltzmann’s equation is found be expanding the distribution
function as sums of products with the directional dependence of ¢ contained
in spherical harmonics Yl(m) (¢) (where c is the electron velocity), the spatial

distribution contained in G,(f’\), the s-th application of the spatial gradient
operator operating on n(r,t), and the speed distribution contained in an
expansion discussed below [3]. Thus, we have

S

0o l (S)
f(r,et) Z Z 3 Z f(Um|shn) Y, (@GN n(r. ). (1)
=0 m=—1s=0 \

The coefficients f (Im|sAu) are functions of the speed ¢ and are obtained by
the expansion

oo

fmlsip) = w (Ty, ) > F (vim|shp) Ry (Th, c), (2)

v=0

where w (Tp, ¢) is a Maxwellian distribution at a temperature Tp. T} is not
equal to the neutral gas temperature and serves as an adjustable parame-
ter to optimize the convergence. R,; are related to a Sonnine polynomial
of order (v,1) while the coefficients F' (vim|sAu) are the so-called moments
that are relatively simply related to transport coefficients. The classical two
term approximation (TTA) for solving the Boltzmann equation covers only
the range in [ of 0 and 1, which is not sufficient for good accuracy in noble-
gas metal-vapors. Using the above decomposition of f (1), the Boltzmann
equation is converted to a hierarchy of doubly infinite set of coupled alge-
braic equations for the moments. The resulting coefficient matrix is sparse
and direct numerical inversion procedure is used to calculate the moments.

3.RESULTS AND DISCUSSIONS

The transport coefficients shown below are functions of F/ng and
are expressed using the unit townsend (1 Td= 10~2'Vm~1!). In this work
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we will cover a range of E/ng up to 1000 Td. The temperature of Hg vapor
is varied between 0 and 8000 K. The internal states are assumed to be
governed by a Maxwell-Boltzmann distribution which essentially places all
metal-vapor atoms in the ground state for the temperatures considered. The
effects of dimmers are not included. Cross sections for electron scattering
in Na, K and Cs are taken from [4] while for Hg and Mg are taken from the
Lxcat database [5].

In figure 1 (a) we show the variation of the mean energy with E/ng
and gas temperature T, for electrons in Hg vapor. For lower E/ny the mean
energy is different for different gas temperatures and only for 7' = 8000 K
the electrons are in thermal equilibrium with the Hg vapor. This means that
the electron velocity distribution is approximately thermal-Maxwellian. For
increasing E/ng the effects of the gas temperature are less pronounced; the
electron velocity distribution is non-equilibrium and non-Maxwellian though
transport properties are still dependent on T'. In the limit of higher E/ny,
the electron swarm is far from thermal-equilibrium and the influence of the
Hg vapor temperature can be neglected.
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Figure 1. (a) Variation of the mean energy with E/ng and gas temperature
T for electrons in Hg vapor. (b) Percentage difference between the two term
and multi term results for various transport properties. The gas temperature
is set to 293 K.

In figure 1 (b) we illustrate the errors associated with the TTA for
solving the Boltzmann equation for electrons in Hg vapor. We observe that
increasing E/ng deteriorates the accuracy of the TTA. For the chosen set of
conditions, the mean energy and drift velocity have the errors of the order
of 5% while the errors of the diffusion coefficients are much higher and are
of the order of 50 %.

Figure 2 (a) shows the variation of the mean energy and drift ve-
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locity with E/ng for electrons in various metal-vapors. For lower E/ng, we
observe that the electrons are in thermal-equilibrium only with the K-vapor.
The properties of the cross sections are reflected in the profiles of the mean
energies. When elastic collisions are dominant, the mean energy grows very
fast. Much slower rise of the mean energy is a consequence of the large
energy loss of the electrons as the inelastic channels become important. Ex-
cept for very low E/ng the mean energy in Hg vapor dominates the mean
energies of electrons in other vapors.

From figure 2 (b) we see that for E/ng > 6 Td the drift velocity in
Hg vapor dominates the drift velocities of electrons in other vapors. This
suggests that plasma electrical conductivity will be the highest for Hg vapor.

W [m/s]

E/n, [Td] E/n, [Td]

Figure 2. Variation of the mean energy (a) and drift velocity (b) with E/ng
for electrons in metal-vapors. The gas temperature is T' = 298 K.
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Abstract. Third-order transport properties are calculated through a Monte
Carlo simulation for electrons moving in an infinite gas under the influence
of spatially homogeneous electric and magnetic fields. The structure of the
skewness tensor and symmetries along individual elements are studied by
means of a group projector technique.

1. INTRODUCTION

Electron transport in gases under the influence of electric and mag-
netic fields has long been of interest, with many scientific and technological
applications. These applications have been usually modeled assuming hy-
drodynamic conditions, in which the electron flux was analyzed in terms of
drift and diffusion terms. The truncation of the electron flux to low order
transport coefficients, e.g., to the drift velocity and diffusion tensor, may be
invalid for a number of reasons, such as the presence of sources and sinks
or physical boundaries. Before applying the strict non-hydrodynamic treat-
ment, it is desirable to analyze the high-order transport coefficients and it
is important to develop methods for their calculations. This issue has been
addressed by several authors in the context of an electric field only case.
The semi-quantitative momentum transfer theory developed by Vrhovac et
al. [1] and Monte Carlo simulation performed by Penetrante and Bards-
ley [2] were used to analyze the skewness tensor for electrons in rare gases.
A three-temperature treatment of the Boltzmann equation and molecular
dynamics simulation were used by Koutselos to calculate the third order
transport coefficients of ions in atomic gases [3].

In this work we apply the group projector method [4] to investigate
the structure of the skewness tensor and symmetries along its individual
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elements when both the electric and magnetic fields are present. Using a
Monte Carlo simulation technique, the longitudinal and transverse skewness
coefficients are calculated for the ionization model of Lucas and Saelee [5].

2. THEORETICAL METHODS

The starting point in our analysis is the flux gradient relation
L(r,t) =Y T*(1) 0 (-V)*n, (1)
k=0

and diffusion equation

w =S (1) ® (=), (2)

k=0

where n(r, t) is the electron density while T'(r, t) is the electron flux. T'(+1)(¢)
are time dependent tensors of rank k and ® denotes a k-fold scalar product.

As pointed out in [1] one should make a difference between micro-
scopic and macroscopic transport coefficients. Microscopic bulk transport
coefficient of an order k, w®)(t), is a tensor of rank &, which multiplies the
k-th gradient of concentration, in (2). Microscopic flux can be obtained
from microscopic bulk by subtracting the term associated with the explicit
effects of non-conservative collisions. Macroscopic flux transport coefficient
of order k, T(F) (t), is a tensor of rank k, which in the flux gradient relation
(1), multiplies the (k — 1)-th gradient of concentration. These tensors are,
starting from rank 3, symmetric by every permutation of indices, that does
not change position of the first index, because all indices, except the first,
are contracted with partial derivatives of concentration.

In this work, we consider a co-ordinate system in which the z-axis
is defined by the electric field E while the magnetic field B lies along the
z-axis (parallel field configuration) or along the y-axis (an orthogonal field
configuration) or makes an angle ¢ with E and lies in the y — z plane (an
arbitrary field configuration). Using the method based on group projectors
and identifying the symmetries along the individual elements of the skewness
tensor we have determined the following structures of the tensor depending
on the field configuration:

1. Electric field only configuration (E = Fe,):

0 0 Quu: 0 0 0
Qzlij = 0 0 0 ], Quz=1(0 0 Quu |,
waz O O O Q.’sz O
Qzzz 0 0
Q.lij = 0 Qi O . (3)

0 0 QZZZ
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2. Parallel field configuration (E = Fe,, B = Be,):

Qx\L] = 0 0 mez ) Qy|ij = 0 0 Qzzz )
Q$zz Qxyz 0 _szz waz 0
Qz\ij = 0 sza: 0 . (4)

0 O QZZZ

3. Crossed field configuration (E = Fe,, B = Bey):

Qmmm 0 Qmmz 0 Qymy 0

Q:v\ij = 0 Qxyy 0 ) Qy\zj = an:y 0 nyz y
QZ.’L‘I 0 QZ(L‘Z

Qzlij = 0 Qzyy 0 ) (5)
QZ(EZ 0 QZZZ

where i,j = x,y,2. For an arbitrary field configuration, Q;;r = Qx; for
any individual element of the skewness tensor.

3. RESULTS AND DISCUSSIONS

In the hydrodynamic regime the skewness tensor is given by

1d

Quic = 53 rami 7). (6)
where (a, b, ¢) take values from the set {x,y, z} while the angular brackets
() denote ensemble averages in configuration space and r* = r — (r). From
(3) it is clear that @ has seven non-vanishing elements, three of which are
independent, Q..., Q.zc = szy and Quzz = Quazz = Qyzy = nyz Due
to direct sampling of swarm dynamic properties in our Monte Carlo code
only two independent components of the skewness tensor can be isolated,
the longitudinal skewness coefficient Q7 = @... and transverse skewness

coefficient QT = szm + Q:czac + Qxxz = szy =+ Qyzy + nyz~
In Fig. 1 we show the variation of nZQ with E/ng for the ion-
ization model of Lucas Saelee. We see that n@Q monotonically decreases
with increasing E/ng and/or with increasing parameter F. For the con-
servative case (F = 0) gas model is reduced to elastic and excitation cross
sections and no ionization occurs while for non-conservative case (F = 1)
the gas model consists of elastic and ionization cross sections and no exci-
tation occurs. In this model, for increasing E/ng the collision frequency for
inelastic collisions is also increased while the collision frequency for the mo-
mentum transfer in elastic collisions remains unaltered. This suggests that
for increasing E/ng inelastic collisions tend to reduce nZQr. A decrease
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in nZQr with increasing F is a clear sign that the skewness coefficients
are more sensitive than the lower order transport coefficients with respect
to small variation in the distribution function induced by the ionization
cooling.

0 20 40 60 80 100
Em, [Td]

Figure 1. Variation of the longitudinal skewness coefficient with E/ng for
three different ionization models as indicated on the graph.
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Abstract. A Monte Carlo simulation technique is used to calculate the
third-order transport coefficients for electrons and positrons in molecular
gases. Values and general trends of the longitudinal and transverse skew-
ness coefficients as a function of the reduced electric field in Ny, CHy and
CF4 are reported here. We investigate the way in which the skewness trans-
port coefficients are influenced by the energy dependence of cross sections
for electron/positron scattering. Correlations between the skewness and
diffusion coefficients have been found and studied.

1. INTRODUCTION

Studies of third-order transport coefficients for charged particles in
gases are very useful under conditions when transport is greatly affected by
non-conservative collisions and/or under conditions when the truncation of
the charged particle flux to low order transport coefficients is not sufficient
for accurate description of transport phenomena. There is a huge body of
data for electrons (and ions), and since recently even for positrons, when it
comes to low order transport coefficients, including the drift velocity and
diffusion tensor, and rate coeflicients. In contrast, little is known about high-
order transport coefficients, particularly for electrons and positrons. This
is understandable having in mind that the traditional swarm experiments
have been interpreted without the consideration of high order transport [1],
though it has been suspected to influence the motion of the electrons [2] and
ions [3]. Third-order transport coefficients are most likely to be measured
in the near future and hence it is of great importance to develop methods
for their theoretical calculations. Such information can help in the design
of future experiments as well as in the interpretation of their results.
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The aims of this work are (1) to provide Monte Carlo calculations of
the skewness transport coefficients for electrons and positrons in molecular
gases, (2) to investigate the correlations between skewness and low order
transport coefficients (e.g., the drift velocity and diffusion tensor), and (3)
to study the explicit and implicit effects of non-conservative collisions on
the skewness transport properties. In section 2 we give a brief discussion of
our Monte Carlo method while in section 3 we present a few examples of
our results for electrons in No.

2. THEORETICAL METHODS

The Monte Carlo code applied in this work follows a large number
of particles (usually 107 and sometimes even more) moving in an infinite
gas under the influence of spatially homogeneous electric field. Particles
(positrons or electrons) gain energy from the electric field and dissipate this
energy through binary collisions with background neutral particles. The
charged particle interactions are neglected since the transport is considered
in the limit of low charged-particle density. All calculations are performed
at zero gas temperature. For more details about our Monte Carlo simulation
code see recent reviews [4, 5.

Skewness transport coefficients are determined after relaxation to
steady state. The bulk values are calculated using the following formulas:

B 1 d
() = 22 (25 = 302 +2(2)9), 1)
AP = 52 (o)~ (), @)
while the corresponding flux components are determined as follows:
1) = 5 BV =306 — 6 (V) + 60, )
() = 2 (WPV2) + 2y — WAV) — 22 03) 0

where indices B and F' refer to bulk and flux. We consider a coordinate
system in which the electric field lies along the z-axis.

3. RESULTS AND DISCUSSIONS

In figure 1 we show the variation of the longitudinal and transverse
skewness coefficients, n2Q, and n2Qr, respectively, with E /ng for electrons
in Ns. In order to understand the correlation between skewness and diffusion
coefficients, on the same figure we show the variation of the longitudinal and
transverse, noDy, and ngDy, diffusion coefficients with E/ng. For lower
E/ngp, less than 40 Td, we observe that noDy is a decreasing function
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of E/ng. For the same E/ng, n3Qr decreases markedly. For E/ng >
40 Td, noDy, is a monotonically increasing function of E/ng while n3Qy,
increases with increasing E/ng, reaching a peak, and then it starts first
to decrease and then again to increase. If we take a careful look, we see
that after reaching the peak, n2Q is decreased when the profile of n2Qy,
is changed from a typical convex to a more concave profile. This illustrates
high sensitivity of n2Qr, with respect to the collisional process that control
the behavior of diffusion along the field direction. For E/ny > 400 Td both
noDy, and n%Q 1, are monotonically increasing functions of E/ng. From the
profile of n2Qr, we see that the transverse skewness coefficient is correlated
very well with both ngDy and ngDy. This applies for electrons in Ny; for
electrons in CF, we have identified the regions of E/ng where n3Qr exhibits
better correlation with ngDr than with respect to ngDyp.
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Figure 1. Variation of the longitudinal skewness and longitudinal diffu-
sion coefficients with E/ng (a) and variation of the transverse skewness and
transverse diffusion coefficients with E/ng (b) for electrons in Nj.

Figure 2 displays the variation of the bulk and flux values of n3Qr,
(a) and nZQr (b) with E/ng for electrons in Na. Increasing F/ng results in
a more pronounced distinction between bulk and flux values. The explicit
effects of ionization on the skewness properties become clearly evident for
E/ng > 150 Td. For both n2Qr and n3@Qr the bulk values overestimate
the corresponding flux values and this is exactly what has been previously
observed for the drift and diffusion in Ny [6]. The differences between bulk
and flux values do not exceed 60% for both n3Q. and niQr for E/ng
considered in this work. Better understanding of the explicit effects of
ionization on the skewness transport properties requires knowledge of the
spatially resolved data along the swarm, particularly those associated with
the high-order variations of the average energy.
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Figure 2. Variation of the bulk and flux longitudinal (a) and transverse (b)
skewness coefficients with E/ng for electrons in Na.
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Abstract. A Monte Carlo simulation technique is used to produce accurate
benchmark calculations for spatially resolved electron transport data in model and
real gases in the presence of electric and magnetic fields. The spatial variation of
the swarm parameters is investigated under conditions when electron transport is
greatly affected by magnetic field and non-conservative collisions. The results of
Monte Carlo simulations for the averaged energy and coefficients in its density
gradient expansion are in a very good agreement with those predicted by a multi
term solution of Boltzmann's equation.

1. INTRODUCTION

Studies of charged-particle swarms moving in an infinite gas in electric
and magnetic fields is a topic of great interest both as a problem in basic physics
and as a problem important for many technological applications. One of the major
challenges in these investigations is an accurate representation of temporal and
spatial relaxation of charged-particle swarms in gases when both the electric and
magnetic fields are present. Relaxation and transient processes of a swarm of
charged particles are related to various problems of gaseous electronics such as
modeling of non-equilibrium plasma discharges, high-speed switching technique
and physics of gas lasers [1].

In this work we apply a Monte Carlo simulation technique to follow
spatiotemporal development of electron swarms acted upon by electric and
magnetic fields. The aims of this work are (1) to provide accurate benchmark
calculations for spatially resolved swarm data, (2) to investigate transient effects
in both time and space during the process of relaxation, and (3) to study the
synergism of magnetic fields and non-conservative collisions on spatiotemporal
swarm development. In Section 2 we briefly discuss the sampling technique
implemented in our Monte Carlo code and basic elements of a theory for solving
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the Boltzmann equation. Benchmarks and associated discussions are presented in
Section 3.

2. THEORETICAL METHODS

In this paper, we apply a Monte Carlo simulation code that follows a
large number of particles (typically 10°~107) through a neutral gas under the
influence of uniform and crossed electric and magnetic fields. In order to sample
the spatially resolved transport data in our Monte Carlo simulations, the
computational domain is restricted to 66 where G is the standard deviation of the
Gaussian distribution in space. This domain is divided into cells. Every cell
contains 100 points and these points are used as exact locations where swarm
properties are sampled. The spatially resolved swarm parameters are determining
by counting the electrons and their properties in every cell.

In particular, in this work we present comparison between our Monte
Carlo simulations and Boltzmann equation analysis for the averaged energy and
coefficients in its density gradient expansion calculated by Monte Carlo method
and Boltzmann equation. The average energy plays an important role in
understanding various phenomena associated with the drift and diffusion. Under
hydrodynamic conditions, the density gradient expansion of the average energy
is given by

= Vn
£(r,0) = ) £ (~Vn(rt) =g +y -+,

k=0
where n(r,t) is the electron number density, &, is the spatially homogeneous
mean energy and ¥ is the energy gradient vector. The components of y are
calculated from the moments of the distribution function in our Boltzmann
equation analysis. Explicit expressions for the moments and basic elements of a
theory for solving the Boltzmann equation are given in [2]. The same quantities
are determined from our Monte Carlo simulations as a slope of the average
energy along the swarm and/or by direct sampling. The explicit expressions for
sampling in Monte Carlo simulations are given in [3]. In a crossed field
configuration, ¥ has two independent components, one along the electric field
direction and another one along the ExB direction.

3. RESULTS AND DISCUSSION

In figure 1 we show the spatial profile of electrons and spatially
resolved averaged energy along the electric field direction, the ExB direction
and along the magnetic field direction for the instants 0.1, 10 and 100 ns.
Calculations have been performed by our Monte Carlo simulation code for the
Reid ramp model [4].

In the early stage of relaxation and the instant of time 0.1 ns, from the
spatial profiles of electrons we observe that the swarm is localized in space due
to the explicit orbital effects which act to inhibit diffusion in a plane
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perpendicular to the magnetic field. Local peaks in the profiles are induced by
the magnetic field. Likewise, from the profile of the average energy along the
electric field direction, we see that magnetic field controls the low-energy
electrons. The profile along the magnetic field direction is parabolic although the
Lorentz force does not act along this direction.
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Figure 1. Spatially resolved profiles of the electrons (left column) and spatially
averaged energy (right column) for electrons in the Reid ramp model at times
0.1,10 and 100 ns. The applied reduced electric and magnetic fields are, 24 Td
and 200 Hx, respectively (1 Td = 107" Vm?; 1 Hx =107 Tm?).

For the instant 10 ns, the existence of oscillatory feature in the profile of
spatial distribution of electrons along the electric field is clearly evident. The
nature of these oscillations is similar to those observed in the steady-state
Townsend and Franck-Hertz experiments [3]. There are no oscillations along the
ExB direction, nor along the magnetic field direction. The spatial profiles of
electrons are asymmetric. The profile along the electric field direction is
narrower and higher than the profile along the ExB direction and hence more
localized in space.
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For the instant 100 ns, the swarm parameters are fully relaxed. There
are no oscillations in the spatial profile of electrons along the electric field
direction. The profiles of the averaged energy along the electric field and ExB
directions have characteristic slopes while the distribution of the average energy
along the magnetic field direction is uniform as Lorentz force does not act along
this direction. It is important to note that the slope of the average energy along
the electric field direction is much higher than the slope of the average energy
along the ExB direction.

In Table 1 we show comparison of the energy gradient vector
components for the Reid ramp model using the Monte Carlo simulations and
Boltzmann equation analysis. The agreement is very high, validating the
theoretical basis and numerical integrity of our Monte Carlo code and multi term
code for solving the Boltzmann equation.

Table 1. A comparison of the energy gradient vector components for the Reid
ramp model using Monte Carlo simulations and a Boltzmann equation analysis.
The applied reduced electric field is 12 Td and we consider a crossed field
configuration.

B/n, MC BE S (%) MC BE 3 (%)
(Hx)
NnoYe NoYg NyYexB NyYexB
(kgs?)  (kgs?) (kgs?)  (kgs?)
50 -0.3576  -0.3551 0.7 -0.0358  -0.0369 3.0
200 0.2637 0.2634 0.1 -0.0740  -0.0739 0.1

500 -0.0874  -0.0872 0.2 -0.0086  -0.0087 1.1
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Abstract. The transport properties of O™ ions in water wapour in DC fields were
obtained by using Monte Carlo simulation technique with the scattering cross
section sets assembled on the basis of Nanbu’s technique and available
experimental data. In this work we present the mean energy and the reduced
mobility for the conditions of low to moderate reduced electric fields E/N (N-gas
density) accounting for the non-conservative collisions.

1. INTRODUCTION

Interest in application of plasmas in medicine, nanotechnologies and
environmental remediation [1-5] has drawn attention to studies of discharges in
water and in proximity to water [6]. Current studies show that in such systems,
discharge is produced in water vapour either from evaporating liquid electrode or
in bubbles created by an induced phase transition within the liquid. More
generally, all atmospheric discharges contain some degree of water vapour. It is
therefore of increased interest to determine how discharges are created in water
[7-9]. Until recently it has been thought that discharges can only be formed in
water vapor resulting from an induced phase transition. Therefore an initial point
must be to have accurate knowledge of the electrical properties of water vapor
and in particular its breakdown potential [10,11]. Complicated chemistry and
poor data for a range of processes of particles interacting with gas and surface
require further insights and more data. In this work our intention is to study
energy dependent scattering probabilities of O™ ions in H,O gas and to explore
effects of non- conservative processes on transport properties of the O™ ions.

2. CROSS SECTION SETS

The scattering cross sections of O” on H,O molecule, measured by Hasted and
Smith [12] for electron detachment (DET) and Lifshitz [13] for other low energy
processes, are presented in Fig. 1.a) (thick lines) and listed in Table 1. A simple
cross section set (S1) is completed based on these experimental data and
applying appropriate linear extrapolations [see thin lines in Fig. 1.a)]. Note that
in our extrapolations we have taken into account that polarisation and dipole
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forces are expected to be important over the energy range from 20 meV to few
eV.
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Figure 1. Cross section set of O ions in H,O based on a) available experimental
data (S1) with extrapolations, b) Nanbu theory (S2).

We have also calculated a cross section set by using Nanbu’s theory [14-15] (S2)
which is modified to treat endothermic reactions with polar molecules by the
locked dipole model [16]. In Nanbu’s theory reactive collision is treated by
selecting the thermodynamic threshold energy and branching ratio according to
the Rice-Rampsperger—Kassel (RRK) theory [14]. Obtained cross sections were
corrected to fit reduced mobility obtained by SACM (Statistical Adiabatic
Channel Model) approximation [Fig. 1.b)].

We have used data for polarizability and dipole moment of H,O as used by Clary
[17] and selected heats of formation and electron affinities from Ref. [18].
Threshold for electron detachment (DET) has been taken from Ref. [19].

The most probable reaction paths are shown in Table 1. We found them relevant
for the selected domain of low O™ energies in water vapour.

Table 1. The list of products and the corresponding thermodynamic threshold
energies A for reaction O + H,0.

No Reaction products A (eV)
1 O+ H,0 (EL) 0.0
2 OH + OH -0.36
3 H,0, + e-(DET) -0.43

O+H,O+¢ -1.46
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Moreover the usually applied procedure would be to unfold the cross sections
from the measured transport coefficients and thermo-chemical data in a separate
drift tube experiment but to our knowledge no such data are available.

Monte Carlo technique was applied to perform calculations of transport
parameters as well as rate coefficients in DC electric fields. In this paper we
have used a Monte Carlo code that properly takes into account the thermal
collisions [20].

3. RESULTS AND DISCUSSION

Bulk values of drift velocity [15] are used to obtain the reduced mobility for
two selected cross section sets as shown in Fig. 2.a) for a range of reduced
electric fields E/N (E-electric field, N-gas density) including the range where the
effects of the charge transfer collisions take place. As expected, excellent
agreement is achieved for the lowest field reduced mobility where the same trend
for both cross section sets exists. Reactive processes with low thresholds
gradually split the two curves. At the end of our E/N scale the difference appears
as a consequence of very different total cross sections at highest energies. We
also show the mean energy, a parameter which cannot be directly measured in
experiments but a mean energy as a function of E/N may be used directly to
provide the input data in fluid models especially when the local field
approximation fails. The mean energies for two cross section sets overlap up to
100 Td where slow rise of energy is obtained due to the disappearance of the O
in the process of producing OH". As shown in Figure 2.b) mean energy increase
with E/N from about 20 Td at room temperature. Significant increase of mean
energy with E/N for the S2 with respect to the S1 is due to a significant fall of the
reactive cross section with energy for S2.
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Figure 2. a) Reduced mobility, and b) mean energy, for O ions in water vapour
as a function of E/N obtained by Monte Carlo simulation at 7=300 K.
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Abstract. In this paper we present a set of electron scattering cross sections with
dimethyl ether (CH;OCH;3;, DME) molecule, obtained by the standard swarm
procedure. Experimental data for drift velocity (W) and the density normalized
ionization coefficient (a/N) for the pure gas as well as for its mixtures with Ar
and Ne available from the literature are compared with the numeric solution of the
Boltzmann equation and with the results of Monte Carlo simulations over the
wide range of reduced electric fields (E/N). Analysis shows that the initial cross
section set, which is used as an input in our calculations, has to be modified in
order to fit experimental data.

1. INTRODUCTION

Dimethyl ether is an organic molecule that has extensive applications
primarily in the industry, as an alternative fuel for diesel engines and substitute
for propane. Beside that, DME is one of the largest organic molecules in the
interstellar space with a significant concentration in the star-forming regions [1].
Also, it is used for particle detectors, especially for the micro-strip gas chambers
(MSGC) [2.3] for detection of weakly ionizing particles, i.e. as a tracker in high
energy physics [4]. Therefore, a database of the transport properties and cross
sections for electron-DME interaction would help in selection of the gas mixture
composition required for optimal performance of tracking detectors through
detailed modeling of discharge in such gas. However, review of the existing
literature shows that such data sets are scarce. There are few measurements of the
drift velocity in pure DME and its mixtures with He and Ar obtained by the Time
of Flight [5. 6] and by the Pulsed Townsend [7. 8] technique, as well as for the
Townsend ionization coefficient [8, 9]. As to our knowledge, the only available
set of cross sections is that of S. Biagi [10]. Since the cross sections of Biagi were
not documented in a published paper so little is known what was used to produce
them.
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Our work is an attempt to provide a cross section set by using the swarm
procedure for determining the cross sections and available transport data. Swarm
procedure is an iterative process of adjusting the initially selected cross sections
in order to achieve their consistency with the measured transport parameters. This
technique proved to be exceptionally accurate for the low energy electrons [11]. It
is also applicable in the range of moderate and high electron energies if the
experimental results for ionization coefficients exist. Namely, the sensitivity of
the high-energy tail of the electron energy distribution function to energy losses
below the ionization threshold [12] allows one to renormalize the excitation cross
sections.

1.1 Numerical techniques and the input data

Transport coefficients presented in this paper were calculated by using two
computer codes. The first one (Elendif, [13]) solves the Boltzmann equation in a
version of the two-term approximation (TTA). Despite the fact that there are
many controversies concerning the applicability of this approximation [14, 15] it
is proved to be a very useful tool in numerous trials of adjusting cross sections.
The second code provides the results without the limit in accuracy and it is based
on the Monte Carlo (MC) technique. The MC code used here is fully developed
and well tested on numerous benchmark models [16, 17].

As an initial input in both codes, we have used the following cross
section sets for: DME- the set developed by S. Biagi [10], Argon- the set of
Hayashi [18] and Ne- set by Morgan [18]. The compositions of the mixtures were
20% and 50% of DME in Ar, and 50% of DME in Ne. The density of the
background gas was chosen to be 3.54x10** m™~ or 1 Torr (133.3 Pa) at the gas
temperature of 273 K but the results are not dependent on the gas density, only on
E/N. The initial number of electrons in each MC simulation was 2.5%10°, the E/N
was varied over a range defined by the available transport data (from 1 to 300 Td,
1 Td=107" Vm?). All electron scattering was assumed to be.

It is important to emphasize that in each cycle of adjusting the cross
sections we calculated both drift velocity and ionization coefficients for the case
of pure gas, as well as for the mixtures with Ar and Ne, in order to achieve the
best fit to experimental results for all cases simultaneously.

2. RESULTS AND CONCLUSIONS

In this paper we show only few results that we have obtained. All the
calculated cross sections, transport and rate coefficients for individual processes
will be available at http://mail.ipb.ac.rs/~cep/ipb-cnp/ionsweb/index.htm.

Figure 1 shows the comparison of the initial cross sections with the final
set of cross sections that is the result of our investigation. As it can be seen, we
have modified the elastic momentum transfer cross section, the vibrational
excitation with the threshold energy of 0.349 ¢V, and the lower electronic
excitations (7.7 eV). One can see (Figure 2) that modified set provides a better
agreement between calculated and measured data than the initial set. Our study
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showed that while alterations in drift velocity appear to be small, the ionization
coefficient needed a revision especially having in mind its key role in
applications.
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Figure 1. The cross section set for electrons in Dimethyl ether. Dotted lines: the
initial set [10], solid lines: the present set.
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Figure 2. The comparison between calculated and measured ionization
coefficients in pure DME.
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MODELING OF F-1ONS IN Ar/BF3 MIXTURES

Z. Raspopovié', 7. Nikitovic’l, V. Stojanovic’l, J. Jovanovié¢® and Z. L. Petrovic'

!Institute of Physics, University of Belgrade, Pregrevica 118, 11080 Belgrade,
Serbia
’Faculty of Mechanical Engineering, University of Belgrade, Kraljice Marije 16,
11000 Belgrade, Serbia

Abstract. Transport parameters of F~ ions in mixtures Ar/BF; in DC fields were
calculated using Monte Carlo simulation technique assuming the scattering cross
section set assembled on the basis of Nanbu’s technique separating elastic from
reactive collisions. In this work we present characteristic energy and drift velocity
for low and moderate reduced electric fields £/N (N-gas density) and accounting
for the non-conservative collisions.

1. INTRODUCTION

Negative ions are abundant in plasmas in fluor containing molecules
that are also relevant for a wide range of applications. One should bear in mind
that electron affinity of F atom is the largest of all atoms and also that
electronegative plasmas containing F~ ions are highly reactive. Knowledge of the
plasma chemistry and behavior of negative ions in plasmas is thus necessary in
order to model plasma processing devices. Additionally, recent progress of
discharge modeling and simulation have made contributions to a deeper
understanding of the discharge phenomena and to the optimization of reactor
design or finding operating conditions. One such example is plasma implantation
where Boron dopant penetration in silicon is achieved by a pulsed DC plasma
system (PLAD) most widely employing BF; gas [1, 2].

Uniform plasma and implantation with normal ion incidence are the
main goals in this technological process. Control over the number density of
negative ions, in this case F~ and BF,, increase efficiency of implantation.
Modeling of such plasmas requires knowledge of transport parameters of all
abundant particles [3].

2. EQUATIONS

The cross sections for scattering of BF, ions on Ar and BF;, and for F
ions on BFj; are calculated by using Nanbu’s theory [4, 5] separating elastic from
detachment collisions. The cross sections for F~ on Ar [5] were used to calculate
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rate coefficients for detachment. The dipole polarizability of 3.31:107" m® [6]
and 1.64:10°° m® [7] is used for BF; and Ar target respectively. Monte Carlo
technique of Ristivojevi¢ and Petrovi¢ [8] was used to calculate transport
parameters as a function of E/N.

According to the Nanbu’s theory, elastic and reactive endothermic
collisions are separated and treated by accounting for the thermodynamic
threshold energy and branching ratios according to the Rice—Rampsperger—
Kassel (RRK) theory [4]. Within the RRK theory an excited molecular complex
is treated as an excited activated complex where the internal energy is distributed
among s equivalent vibrational modes of the complex.

The cross section for exothermic reaction (EXO) forming a super
halogen molecular ion BF; is commonly represented by ion capture cross
section:

O-exo :IBGL (1)

where O is the orbiting cross- section [9] and P is is the probability of a specific
exothermic reaction.

3. DISCUSSION AND RESULTS

The transport coefficients include drift velocity, diffusion coefficients,
ionization and attachment coefficients and chemical reaction coefficients for ions
[3]. Excitation coefficients are also measured but seldom used in modeling.

Swarm parameters are generally applied in plasma modeling and
simulations. At the same time, the non-equilibrium regime in discharges is well
represented under a broad range of conditions by using Monte Carlo simulation
scheme.

In this work we use Monte Carlo technique that accounts for a finite gas
temperature of the background gas particles [5] to calculate swarm parameters of
F ions in gas for temperature T=300 K.

In Figure 1 we show the characteristic energies (diffusion coefficient
normalized to mobility eD/K in units of eV) based on longitudinal (D) diffusion
coefficients. We also show the mean energy, a parameter which cannot be
directly measured in experiments but a map of mean energy versus £/N may be
used directly to provide the data in fluid models especially when the local field
approximation fails. As seen in Figure 1, the mean energy increases from about
10 Td. The Monte Carlo code [8] gives good results in which for all mixtures Ar/
BF; the mean energy converges to the thermal mean energy 3/2 kT = 0.038778
eV, while the thermal eD/K = kT converges to 0.025852 eV (longitudinal (DL)
and transverse (DT) diffusion coefficients).

151



27th SPIG Atomic Collision Processes

Ar(%)
0

10" 20 Mean ener:
—40 oy
g —60
% 80
— ——100
M 10°
—
a
o
>
en
8
= 1074
]
g
=
10° T T T
10 100 1000
E/N [Td]

Figure 1. Mean and characteristic energy of F™ ions in BF; gas as a function of
E/Nat T=300K.

The bulk and flux drift velocities for F- in Ar/BF3 as a function of E/N
are given in Figure 2. The drift velocities obtained by Monte Carlo simulation
are calculated in real space (bulk) and in velocity space (flux) values and are
obtained as <v> and dx/dt, respectively. The bulk and flux values of the drift
velocity begin to differ above 100 Td but very little.
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Figure 2. The bulk and flux drift velocity of F- ions in Ar/BF3 as a function of
E/N at T=300 K.

152



27th SPIG Atomic Collision Processes

4. CONCLUSION

In this paper we show transport properties for the F- in mixtures Ar/BF3
which do not exist in the literature. The complete cross section set has been
determined by extending Nanbu’s theory.

The results are believed to be a good base for modeling, which could be
further improved when measured values of transport coefficients become
available and then perform the analysis again.
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Abstract. We present a procedure to obtain electron attachment and ion-
ization rates in a pulsed Townsend experiment. Temporal drift currents
for electrons and ions are analyzed using electron and ion current models.
Measurements are performed in a highly automated pulsed Townsend setup
in CO5 to determine electron attachment and ionization rates as well as ion
drift velocities of positive and negative ions for different reduced electric
field strengths.

1. INTRODUCTION

The net production of electrons per unit time on pre-breakdown
conditions is determined by the effective reaction rate. However, for electro-
negative gases the net production of electrons is in general the sum of at
least two types of non-conservative collisions: ionization and (dissociative)
attachment.

In a Pulsed Townsend experiment positive and negative ions are
created during the electron transit due to ionization and attachment. The
measured current is the superposition of drifting electrons, positive and
negative ions. The current that is measured during the electron transit
is mainly governed by the electrons, since ion drift velocities are typically
two to three orders of magnitude smaller than electron drift velocities. The
analysis of this electron current provides the effective reaction rate

Veff = Vi — Va , (1)

which is the ionization minus the attachment rate. However, with a detailed
analysis of the ion-dominated post-current, which starts after the electron
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transit time 7T, the individual rates v; and v, might be determined sepa-
rately. In addition, the drift velocities of positive and negative ions v, and
vn can be obtained.

2. METHODS

2.1 Pulsed Townsend Method

The experimental procedures applied in this work have been de-
scribed previously [1]. A short laser pulse (1.5 ns FWHM) releases 106 — 107
start electrons from a photo cathode. The swarm parameter measurements
were made in COy at room temperature 293 to 300 K, at a pressure of
p = 10.5 kPa and at electrode spacings d between 11 and 17 mm. The
transport parameters depend on the reduced field strength E/N, given in
Townsend (1 Td = 1072'Vm?). Here, E is the electrical field strength and
N is the number density of the gas.

2.2 Electron current

Measured swarm currents have been evaluated on the basis of an
electron swarm model [1], in order to obtain the electron drift velocity ve =
d/T,, the initial current Iy at time Tp, and the effective reaction rate veg.
The latter is determined by means of linear regression in the interval [T}, T3],
see Fig 1.

2.3 Ion current

In general, the ion current is the sum of all positive and negative ion
currents. In the following we assume only one species of positive and one
species of negative ions. No ion conversion reactions or ion clustering during
the ion drift will be taken into account. The drift velocities v, = d/T},, and
vy, = d/T, of positive and negative ions are assumed to be much smaller
than v, corresponding to T}, T,, > T.. Then, when neglecting electron and
ion diffusion, the currents of positive and negative ions after the electron
transit can be expressed as a function of time t' =t — T [2]:

Tc i " 1% Lo g/

IpJO?VVTf@”e“n — ) (2)
p Ve
T ’

L= Ty, (e B 0TR) 1) (3)

We seek a minimum number of fit parameters, in order to perform
an efficient fit of the measured current I to the ion current model. Here,
the fit minimizes the L?-norm ||[I — I, —I,||. The initial electron current I,
the effective rate veg and the time T, are already known from the electron
current analysis (section 2.2). For the ion current analysis they are treated
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as constant terms. After eliminating v, by Eq. (1) three unknown parame-
ters remain: v, 1}, and T,,. Note, that I, and I, linearly depend on v;. We
therefore rewrite the norm ||I — I, —I,||, using Eq. (2) and Eq. (3), to the
form ||a — v;b||, where

T ST (1 2
a=1I+ IOT7<6VQHTC(1 qt"n) _ 1) . (4)

n

+

Ty T,

Te 4/ ’
T, <6VeffTe _ e”effTT,t evefch(lfth]) _ 1) ( )
5

Thus, for the final fit only two independent fit parameters remain,
which are T}, and T;,. The remaining unknown parameter v; that minimizes
|la — v;b|| is then given by the linear inversion 15 = a - b/b?, with the
constraint v; > veg.

The spatial ionization and attachment coefficients are obtained from
the temporal reaction rates using o = v;/ve and 7 = v, /ve.
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Figure 1. (a) Measured electron drift current in CO; and fit of the electron
current model. (b) Measured ion drift current, fitted positive, negative and
total ion current model, given by Eq. (2) and Eq. (3).

3. RESULTS/DISCUSSION

The electron and ion currents were measured and analyzed, ac-
cording to sections 2.1, 2.2 and 2.3. The results for the reaction rates are
presented in Fig. 1(a). The obtained values for o and 7 are in good agree-
ment with Bolsig+ [3,4,5] and Ref. [6]. Fig. 2(b) shows the obtained ion
drift velocities. For the COJ ions v, is in very good agreement with Ref.
[7]. We assume, that in our pressure range O~ is instantly converted by
a three-body reaction to COj3, as described e.g. in [8]. Our measured
values for v, and v, are consistent with the general relation for ion drift
v < 1/4/m, where m is the ion mass, see Fig. 2(b). Here, v, is given
by vn/vp = /m(CO2)/m(CO3), showing good agreement with our results.
For v, there is a discrepancy of the measured values and the data of Ref.
[7].
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Figure 2. (a) Measured density reduced reaction rates in CO2 vs reduced
field E/N, and reference data [4,5,6]. (b) Measured drift velocities of positive
vp and negative vy ions in CO2 vs E/N, and reference data [7].

4. CONCLUSION

We presented a method of evaluating electron and ion currents in
a pulsed Townsend experiment. The ionization and attachment rate as
well as the drift velocities of positive and negative ions were obtained by
fitting electron and ion models to the measured currents. The method was
demonstrated for COq over a E/N-range of 60 - 95 Td.
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Various types of surface nanostructures such as nanosized hillocks, pits or craters
have so far been observed after the impact of individual slow highly charged ions
(HCI) on different materials [1-4]. Their topography, appearance, and long-time
stability seem to depend sensitively on the material properties as well as on the
potential energy (charge state) and kinetic energy of the incident ion (for a recent
review see Ref. [5]). Surprisingly, even for very similar prototypical wide-band-
gap insulators, ionic crystals of alkali halides and alkaline earth halides, vastly
different and seemingly contradictory results have been found. Irradiation of KBr
single crystals by individual highly charged Xe ions leads to the formation of pits
of one atomic layer depth [2] while irradiation of CaF, single crystals produces
nano-meter high hillocks protruding from the surface [1]. We have recently found
the missing pieces to this puzzle [6] and are now able to construct a phase
diagram as a function of kinetic and potential energies for the formation of
different nanosized defect structures in CaF,. We have reasons to believe that this
scenario should also hold for other halide crystals as well.

We have also started to investigate the effect of individual slow highly charged
ion bombardment of thin, freestanding carbon nano-membranes (CNM) of 1 nm
thickness [7]. After irradiation by slow HCI we find nanoscopic holes (3 - 30 nm
in diameter) in the CNM, the size of which depends on the potential and kinetic
energy of the impinging ion. The number density of these nanopores corresponds
well with the incident ion fluence, indicating that about every HCI produces a
nano-hole in the CNM.
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Experiments of single and double pulse Laser Ablation in Liquids (LAL) were
carried out for studying the production of nanoparticles (NPs) in water, which
revealed the fundamental role of plasma evolution and relaxation, as well as
cavitation bubble dynamics produced by the laser plasma itself, in the formation
of nanostructure and in their corresponding properties. Different technique were
used for studying the phenomena occurring during LAL at different condition
(single pulse [1], double pulse and external pressure [2]). These include Optical
Emission Spectroscopy and fast camera shadowgraph for studying the laser
induced plasma characteristics and other shadowgraph-like experiments for the
cavitation dynamics and material ejection, and combination of spectroscopic and
microscopic techniques for investigate the correlation between the ablation
process and the produced nano particles.

Figure 1. Temporal evolution of laser induced plasma under water.
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Secondary low-energy electrons are considered one of the main sources of DNA
damage induced by ionizing radiation. First experimental observations suggested
that the DNA sequence may have an influence on the type and yield of the
damage, which would be highly relevant for the understanding of existing and the
development of novel radiosensitizers used in radiation chemotherapy. However,
this issue could up to now not be tackled in a satisfying manner because of severe
limitations of conventional chemical and biochemical analytical tools. The recent
groundbreaking advances in DNA nanotechnology enable now a systematic and
efficient sequence-specific detection of DNA radiation damage using DNA
origami templates.[1,2]

Here it is demonstrated that DNA origami templates can be used as a versatile
tool to determine the absolute cross sections of electron induced DNA strand
breaks of different DNA sequences. We find unexpectedly that 5’-TT(ATA)3TT
sequences have a higher damage cross section than 5’-TT(GTG)3TT sequences.
Furthermore, we find that the reactivity of the radiosensitizer 5-Bromouracil
depends on the nucleobase sequence in which it is embedded.
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Despite Dielectric Barrier Discharges (DBD) were discovered in the 19" century,
their efficient use for coating deposition is still limited due to severa
technological problems. A way to overcome these problems is to take advantage
of the recent developments in high voltage electronics to better coupled generator
and reactor, and to ensure conventional polymerization pathways at atmospheric
pressure for the fast deposition of polymer thin films. Another way to generate
innovative DBD coatings is to use new families of precursors, or even better,
monomers specifically designed for DBD processes. In this work, a plane-to-
plane el ectrodes configuration is used and liquid precursors are vaporized into the
discharge using a bubbler system. Chopped ac and nanosecond pulse dc
waveforms are alternatively applied to high voltage electrodes to deposit plasma
polymers. Glycidyl MethAcrylate (GMA) and DiEthyl AllylPhosphate (DEAP)
coatings are deposited on flaa S wafers for chemical characterization and
complex shape substrates (patterned Si wafer and polymer textile) for
conformability studies. Coating depositions are carried out in both static and
dynamic modes for a better understanding of coating growth mechanisms. Effect
of different plasma parameters such as duty cycle, t,, and t; durations, electrical
excitation frequency, power density dissipated in the discharge, precursor
concentration and gas process composition on the deposition rate, coatings
chemistry, structure and conformability are discussed for both applied electrical
signals. Coatings were shown to be homogenous and adherent on al studied
substrates. A radical polymerization initiated by plasma leading to a higher
retention of monomer pattern is shown for different precursors when nanosecond
pulsed dc discharge is generated. By adding low contents of N, in the Ar gas
process, a new family of plasmainitiated conventional polymers with addition of
N-containing group on the monomer unit is elaborated. Finally, the evolution of
the plasma physico-chemistry with the two different electrical signalsis presented
and differences in deposition rate and growth mechanisms are discussed for the
different conditions.
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In the presentation we consider two material classes obtained by plasma: carbon
nanowalls and metallic particles. We focus on their synthesis and on the control
of their properties in view of applications. Carbon nanowalls (CNW) layers are
synthesised by downstream deposition in low pressure radiofrequency plasma jet.
We show that the layers consists of vertically oriented, interconnected walls
having graphene based structure, with thickness in the nanoscale range and
length/height in the micron scale [1]. The layers present nano-micro topography,
open architecture, high porosity, large specific surface area, chemical inertness
and large heat conductivity. Such properties can be tailored by changing
conditions: RF plasma power, substrate position, substrate temperature, geometry
of plasma source. In view of applications the growth on silicon, quartz, titanium,
alumina is demonstrated, while the transfer on polymers is possible by laser
induced forward transfer. Surface chemistry can be easily tailored by surface
functionalization. The applications of the CNW points out to batteries or
supercapacitors [2], superhydrophobic or superhydrophylic surfaces, supports for
catalytic particles, platforms for cells growth [3]. In addition, approaches
describing the synthesis of metallic particles with plasmas at low and atmospheric
pressure are presented.
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In this paper, we introduce simulation approaches to plasma-material/surface
interaction (PM1/PSl) problems in fusion science and plasma application.

In the research field for fusion science, tungsten material will be used as a
divertor material in ITER. However, there is problem that the surface of tungsten
is changed into fuzzy nanostructure by helium irradiation[1]. The formation
process of the fuzzy nanostructure is divided into the following four step process.
In the first step, the penetration of helium into the surface is analyzed by binary
collision approximation (BCA), which is legacy method and but extended with
recent computer resources. In the second step, the diffusion and agglomeration of
helium in tungsten materia is clarified by using quantum chemical calculation
based on density functional theory (DFT). In the third step, the growth of helium
bubble is demonstrated by using molecular dynamics (MD) and kinetic Monte-
Calro (kMC). In the fourth step, fuzzy nanostructure formation is represented by
the newly developed MD-MC hybrid simulation for the first time.

By these works, the possibility and limitation of each simulation method are
cleared. Hybrid and combination methods extend the possibility of simulation
approaches for the PMI. Then, we introduce the other hybrid methods, BCA-MD
hybrid ssimulation[2], for carbon materials. In addition, we also introduce the
downfolding method[3], which is method to develop high quality potential model
for MD by comparison with the results from DFT. We suggest the advance of
fusion science and plasma application by cooperation with material science.
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In-line atmospheric pressure plasma treatments are in the focus of applied and
industrial plasma research nowadays. The reason for high interest in plasma
processing is due to environmental, functional and economic benefits. Due to
enhancement of chemical reactions by high energy plasma particles, the trends to
replace conventional processes involving hazardous chemicals by plasma are
stimulated. The typical examples of in-line plasma treatments of metal surfaces
are cleaning and activation prior to subsequent application of surface coatings.
Plasma treatments of metallic substrates have been studied for along time. There
are number of effects, such as surface cleaning, oxidation or oxide removal that
can be efficiently done using plasma. A significant increase of surface
hydrophilicity of metallic substrates after air plasma treatments was reported by
few research groupsin different laboratories. Also, it was observed that the effect
of atmospheric pressure air plasmatreatment of metallic surface is not permanent
since the wettability of treated surface is decreasing in time, similar to the well-
known aging effect observed on air-plasma treated polymer surfaces.

The present work was motivated by our belief that a more deep study is
necessary to understand the processes on the surface after atmospheric pressure
plasma treatments including the aging effect. As far as metallic substrate is
concerned, it was decided to perform a study on few metals. The choice was
given to aluminium, copper, steel and chromium as these metals have wide range
of applicationsin different areas.
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We study the wake effect induced by external charged particles [1-4] and electric
dipoles [5,6] that move parallel to a supported graphene layer. In the case of fast
projectiles (moving at speeds> v, , the Bohr velocity), we use one-fluid [1] and

two-fluid [2] hydrodynamic models for the dielectric response of graphene’s
valence electrons, whereas for slow projectiles [3-6] (moving at speeds),

we use a polarization function within the random phase approximation, which is
based on a linear approximation for grapheme&ectron bands. We find that,
when the projectile speed exceeds a threshold value, oscillatory wake patterns
develop both in the induced density of charge carriers and the electrostatic
potential in the regions of graphene trailing the projectile. Qualitative properties
of the wake are strongly affected by: the speed of the particle, its distance from
graphene, the size of the graphene-substrate gap, the coupling strength of the
electron gas in graphene, the damping rate of grapheneectrons, the
excitation of surface phonons in the substrate, and the dipole moment orientation.
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In the last few years we have developed a Monte Carlo code (LEPTS) to simulate
low energy electron and positron tracks in biologically relevant materials [1], both

in the gas and condensed phases. Figure 1 shows an example of single electron
tracks in (a) water and (b) pyrimidine. In this study we combine our LEPTS
procedure for low energy particles with GEANT-4 (supported by the GAMOS
architecture) for high energy particles to obtain a powerful simulation tool
suitable for gaseous, liquid and solid media over a broad energy range. The
capability of such a tool to simulate electron beam induced deposition on solid
substrates will be discussed.

Figure 1. Single electron tracks in (a) water and (b) pyrimidin.
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ANGULAR AND SPATIAL DISTRIBUTIONS
OF PROTONS WITH BN NANOTUBES

Vesna Borka Jovanovié and Dusko Borka
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Abstract. In this paper we study the angular and spatial distributions of
10 and 20 MeV protons channeled through the straight (10, 10) single-wall
boron-nitride (BN) nanotubes. The angular and spatial distributions of
channeled protons were generated by the computer simulation method. We
also varied proton incident angle to demonstrate that we can get a significant
rearrangement of the propagating protons within the BN nanotube. This
investigation may be used for proton beam guiding, for creating nanosized
proton beams in materials science, biology and medicine.

1. INTRODUCTION

Boron nitride nanotubes were theoretically predicted in 1994 [1]
and experimentally discovered in 1995 [2]. They can be imagined as a
rolled up sheet of boron nitride. Structurally, it is a close analog of the car-
bon nanotube, except carbon atoms are alternately substituted by nitrogen
and boron atoms. The carbon nanotubes can be metallic or semiconduct-
ing depending on the rolling direction and radius, but BN nanotube is an
electrical insulator with a bandgap of ~ 5.5 eV, basically independent of
nanotube geometry [3]. Also, layered BN structure is much more thermally
and chemically stable than a graphitic carbon structure [4, 5].

2. THEORY

We adopt the right Cartesian coordinate system with the —z axis
coinciding with the nanotube axis, the origin is in the entrance plane of
the nanotube, and the 2 and y axes are the horizontal and vertical axes,
respectively. The initial proton velocity, v, is taken to lie in the xz plane
and makes an angle a with the 2z axis, i.e. a is the proton incident angle.
The length of the BN nanotube is assumed to be large enough to allow us
to ignore the influence of the nanotube edges, and, at the same time, small
enough to neglect the energy losses of channeled protons. It is assumed

170



27th SPIG Particle and Laser Beam Interaction with Solids

[=2um, E=10MeV, =0

[=2pm, E=10MeV, =0

15 3 v T : :
10 . 2 | 4
_ 5¢ 4 _,g 1 b i
ER E of -
= =
gL, _ © 34t I
-10 t ] 2t
15 n : " N R 23 s i I I I
-15 -10 -5 0 5 10 15 -3 -2 - 0 1 2 3
X (a.u.) 0, (mrad)
[=2um, E=20MeV,a=0 f=2j.1m.E=20MeV,0:=0
15 T v T T . 3 T T T T T
10} - ] 2t ]
5t ~ 1t =
= K
3 0 ] E O0f ]
- >
ik _ S & I
10 f ] 9/ 1
_|5 i L I i i _3 1 1] . L L
-15 -10 -5 0 5 10 15 -3 2 -1 0 | 2 3
X (a.u.) 0, (mrad)

Figure 1. (left) The spatial and (right) angular distributions of protons
channeled in the (10, 10) BN nanotubes in the scattering positions and scat-
tering angle plane. The proton incident angle is a = 0, proton energy is 10
MeV (top panel) and 20 MeV (bottom panel) and nanotube length is 2 pm.

that the interaction of the ion and nanotubes can be treated classically
[6, 7]. The interaction of the ion and a nanotube’s atom is described by an
Moliére approximation of the Thomas-Fermi interaction potential and we
apply continuum approximation [8, 9]. Applying continuum approximation
along z axis [9] we get two types of atomic strings (strings of B atoms
and strings of N atoms). Total potential is the sum of potentials of B and
N atomic strings. The equations of motion are solved numerically [9, 10.
11, 12]. The spatial and angular distributions of transmitted protons are
generated using a Monte Carlo computer simulation code. The components
of the proton impact parameter, xg and yp, are chosen randomly from a
uniform distribution within the cross-sectional area of the entrance plane of
the BN nanotube.
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Figure 2. The same as in Fig. 1, but for o = 0.2 mrad.

3. RESULTS AND DISCUSION

The spatial and angular distributions of protons channeled in the
(10, 10) BN nanotubes in the scattering positions and scattering angle plane
for « = 0 and for @ = 0.2 mrad are presented in Fig. 1 and Fig. 2,
respectively. We can see that for & = 0.2 mrad central maximum in position
plane is shifted toward nanotube wall at the distance of about 5 a.u. along
z-axis from the center. In angular plane for a = 0.2 mrad central maximum
is shifted in position ~ - 0.3 mrad along ©,-axes. Also, spatial and angular
distributions for different energies differ a lot.

We have presented a theoretical investigation of the angular and
spatial distributions of protons channeled through BN (10, 10) nanotubes.
Like in carbon nanotubes, spatial and angular distributions of channeled
protons are very sensitive on initial proton energy and initial proton inci-
dent angle. Changing of these two parameters we can achieve a significant
rearrangements of the propagating protons within BN nanotube. Our anal-
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ysis shows that the BN nanotubes have very similar guiding properties like
carbon nanotubes [8, 9, 10, 11, 12], but because they are more thermal
and chemical stable [4, 5] they presented even better candidates for future
channeling experiments.
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Abstract. The population distributions of the large-l Rydberg states (n >
1,0l = n—1) of multiply charged ions (Z = 12, 18, 24) escaping solid surfaces
are calculated using the recently developed dynamically generalized two-
state vector model. We found that obtained resonance-like structures are in
qualitative agreement with simulated experimental signal, i.e., we are able
to explain observed resonances in decay of the beam-foil excited 2p and 2s
states at very large times.

1. INTRODUCTION

We use the recently developed dynamically generalized two-state
vector model (TVM) [1] in order to discuss in more detail the appearance
of the resonance structure in the X-ray spectra at different delay times on
the large time scale (50-3000 ps) in the beam-foil experiments with fast
ions [2]. In the experiment, the 6.95 KeV line has been considered, which
was assigned to the unresolved 2p—1s and 2s—1s electron transition in H-
like Fe ions (Z = 26), after the 164 MeV Fe'*™ ion beam passage through
the carbon foil (90ug/cm?). The decay curve, which represents the photon
intensity, can be effectively explained by taking into account the population
of the state 2p by cascading down from Rydberg states (n > 1,1 > 1)
of the ion with core charge Z = 26 as the main mechanism [2]. For this
reason, in Ref. [1] the population probability P,; for Z = 26 and ionic
velocity v = 10 a.u. has been considered within the framework of the TVM.
The qualitative agreement with the population distribution predicted by
experiment has been obtained for Z = 26 and the particular choice of the
surface parameters.

However, at the backside of the foil various charge states of the Fe-
ions can be obtained, and also the other ions can be considered, with other
velocities. The main aim of the present paper is to present the population
probabilities P,; for the core charges Z and velocities v different than those
considered in Ref. [1].
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2. THEORETICAL MODEL

We study the formation of the large-l Rydberg states of highly
charged ions escaping a solid along the direction orthogonal to the sur-
face at velocity v = dR/dt > 1, where R is the ion-surface distance at the
time ¢. The basic idea is to examine the process of neutralization (popula-
tion) within the dynamically generalized TVM [1] which can be applied for
large ionic velocities v & 10 a.u. The model is based on the TVM developed
in Ref. [3, 4] for the intermediate ionic velocities v &~ 1 a.u. The electron
exchange between the foil and the ion is described simultaneously by two
wave functions: Wy (7, t) which evolves from the initial electronic state char-
acterized by the energy —2/2 and the parabolic quantum numbers n1y
and my of the foil conduction band and W4(7, t), which evolves toward the
final spherical Rydberg state vao = (n,l,m). Within the model, the poten-
tial energy of the electron interaction with ionic core image Uam(7, R) is
dynamically generalized: U}y (7, R;v) = famUam(7, R).

The modified TVM is based on the mixed flux through the Firsov
plane Sg, which is given by [1]

- Za-y)
2 _ 2 \" a .. _,da
Lum(t) = 5 <2_g) /SF {’HVAOTA +iv <1 QdRﬂ xds , (1)

where y = @fv):ANMe"Vze*SZ*SMeiwt, w=(v*—-93,)/2 —v*(1 —2a/R)/2
and the kinematic factor g = a/R is defined in Ref. [5]; velocity dependent
form of the factor fam = f + vaolnv/Z, with yao = Z/n, is used in Eq.
(1). Normalization constant Ny and eigenfunction <I>E42’)VA remain the same
as in Ref. [3] and the factors Sy and Sy can be obtained by transformation
Z — fZ in the corresponding expression of Ref. [3]. The population
probability for the electron captured into the subshell (n,l) at the final

time tg, is given by
tein
~
/ Inlm
tg

YUqo

RIS
Y nimmm m

where ¢ = 73/2 is the solid work function and Uy = ~¢, /2 is the depth of

the conduction band in Sommerfeld model.

dy , (2)

3. RESULTS AND DISCUSSION

In Fig. 1 we analyze the importance of dynamic generalization. We
consider the difference between the values P,; and comparable probabil-
ity obtained in quasistationary image case Py [3]. We note that TVM is
comparable in magnitude with the wake field model [6], see discussion in
Ref. [1]. The huge difference is oscillatory character of the TVM population
distribution while the WFM distribution is the bell shaped.
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Figure 1. Population probabilities P,

In Fig. 2 we present the final population probabilities P,; for the
Rydberg states n,l = n — 1 of the ions with Z = 12,18 and 24, escaping
surfaces at velocity v = 10 a.u. We also present the ”experimental” results
Pscht [2] normalized to the value 0.06. We note that the population prob-
abilities P are obtained for Z = 26, in order to estimate the occupancy

of the n = 2 level (by cascading down from the level n, I = n — 1) of H-like
Fe ions, which is in accordance with experiment.
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Figure 2. Population probabilities Pp;.

As shown in Fig. 2, several resonances in population probability
distributions P,; can be distinguished. On the other hand, the PSP dis-
tribution has a prominent peak at n,.s = 21 (and slightly less pronounced
at nyes = 18) positioned between the probability distribution obtained for
Z =12 and Z = 18. The obtained qualitative agreement requires further
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theoretical and experimental investigation. It is an open question whether
the resonances in the intensity of radiation could be recognized for other
spectral lines, different than those considered under the assumption that
the FeXII ions after passing through the carbon foil are fully stripped [2].
We note that the resonance-like structure of the population distribution has
been also recognized for low-! case, at intermediate ionic velocities [7, 8].
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Abstract. We apply the two-state vector model recently adapted to the
grazing incidence geometry to investigate the population dynamics of the
SVI, CIVII and ArVIII ions interacting with solid surface. We calculate
the corresponding intermediate population probabilities and rates, as well
as the neutralization distances. The effect of the ionic core polarization
is demonstrated: the magnitude of the population probability maxima in-
creases and the neutralization distances decrease in respect to the point-like
ionic core case. The population probabilities for the grazing incidence are
shifted toward the smaller ion-surface distances com-pared to the escaping
geometry.

1. INTRODUCTION

Recently, the population dynamics of the multiply charged ions
ArVIII, KrVIII and XeVIII impinging the conducting solid surface in the
grazing incidence geometry has been analyzed within the framework of the
two-state vector model (TVM) [1, 2]. The effective modification of the
Fermi-Dirac distribution of the electron momenta in solid due to the par-
allel ionic velocity v)| has been taken into account. The results have been
used to produce a complete quantum explanation of the classical trajectory
of these ions during the cascade neutralization in the interaction with the
solid surface. The ions ArVIII, KrVIII and XeVIII have the same ionic core
charge Z = 8; their difference originated from different polarization of their
cores.

In the present article we use the TVM to investigate the popula-
tion of the Rydberg states of the SVI, CIVII and ArVIII ions under the
grazing incidence. The intermediate population probabilities for these ions
are known only for the ions escaping solid surfaces in the perpendicular di-
rection [3], for small velocities v = v; < 1 a.u. The ions SVI, CIVII and
ArVIII have different core charges Z = 6,7 and 8, and different core polar-
izations. The effect of the parallel velocity, observed for the ions ArVIII,
KrVIIT and XeVIII is also expected for the ions SVI and CIVII.
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2. POPULATION PROCESS IN THE SCATTERING
GEOMETRY

The TVM is the time-symmetrized quantum model of the postse-
lected systems: characteristic feature is the use of the two state vectors for
describing the state of a single active electron. In the process of population
of the Rydberg states of the considered ions, the first state vector evolves
from the given initial state (electron in solid in the kinematically modified
state pj; at the time ¢ = ¢;,,) toward the future. Simultaneously, the sec-
ond state vector evolves toward the given final state (electron captured by
the ion in a given ionic state va = (na,la,ma)). The TVM population
probabilities for the grazing geometry and for the ions escaping the sur-
face perpendicularly are based on the same general expressions; however,
the parallel velocity has a nontrivial effect [1, 2]. Within the framework of
the TVM the intermediate population probability P,, (t) is defined for the
electron capture by the ion at the time ¢, when the ion is at the distance
R = R(t). The possibility that the captured electron can be recaptured by
the solid is taken into account.

The basic physical quantity of our TVM is the so called mixed flux
I, [1, 4]. Using the mixed flux, we directly calculate the intermediate

MoVA
transition probability per unit energy parameter vy, at the time ¢

2

Ty (t) =

t
[ | )

tin

and the corresponding (velocity dependent) transition probability T,, (¢).
We note that the energies E{; = —v42/2 are shifted due to the parallel
velocity v # 0. This shift can be calculated by applying the necessary
Galilean transformations. Finally, we get the neutralization and population
probabilities, which can be expressed as

VON (t) =1—exp [_T’/A (t)] : (2)

3. RESULTS

In Fig. 1 we present the population probabilities of the ions SVI,
CIVII and ArVIII, for the polarized ionic cores and in the absence of core
polarization (thick- and thin-solid curves, respectively). In the same figure
we also present the corresponding rates I'y, = dP,, (t)/dt. The popula-
tion probabilities with polarized cores are positioned closer to the surface in
comparison to the same quantities obtained in the point-like core approx-
imation; the same effect has been observed in the case of normal escaping
geometry in Ref. [3]. Population probabilities exhibit maxima at the dis-
tance R = Ry.x. The decrease of these probabilities closer to the surface is
a consequence of the reionization process (electron recapture by the solid).
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Figure 1. Population and neutralization probabilities and rates.

Neutralization distances RY represent the position of maxima of
the population rates I',, ; these distances can be considered as distances at
which the population process is mainly localized.

In Fig. 2 we present the neutralization distances RY of the con-
sidered ions (obtained from the population rates) as a function of principal
quantum number n (thick-solid curves), and compare the results with those
obtained in Ref. [3] for the normal escaping geometry (dashed curves). The
neutralization distances in the point-like case are presented by thin-solid
curves. We see that the neutralization distances corresponding to the same
ion and the same quantum state obtained in the present article in the case
of grazing geometry are smaller in comparison to normal escaping geometry
case. This means that the effect of the parallel velocity shifted the process
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Figure 2. Neutralization distances RY.

closer to the surface. This effect is more pronounced for greater quantum
numbers.

From Fig. 2 we also recognize that the neutralization distances for
polarized cores are smaller than in the case of point-like core approximation.
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EFFECT OF THE SOLID WORK FUNCTION
ON THE POPULATION OF THE ArX IONS
IN THE GRAZING INCIDENCE GEOMETRY

N. N. Nedeljkovi¢, M. D Majki¢ and S. M. D. Galijas

University of Belgrade, Faculty of Physics, P.O.Box 368, Belgrade, Serbia

Abstract. We use the two-state vector model to investigate the interme-
diate stages of the population process of the Rydberg states of the ArX ion
interacting with the conducting surfaces, under grazing incidence geometry.
The effect of the solid work function on the population process is analyzed
in details. The solid work function has influence on the position and the
magnitude of the population probabilities. At higher ionic velocities, the
larger na Rydberg states are populated only in the interaction with solid
surfaces of the sufficiently low work function. By the increase of the solid
work function, the neutralization distances increase as well.

1.INTRODUCTION

The population dynamics of the multiply charged ArX ion imping-
ing the conducting solid surface in the grazing incidence geometry has been
analyzed within the framework of the two-state vector model (TVM) in
Refs. [1, 2]. In the cited references, the effect of parallel velocity on the
population probabilities and neutralization distances has been analyzed in
details. On the other hand, only the Al surface with work function ¢ = 5eV’
has been considered.

In the present article, the TVM is used to analyze the influence of
the solid work function on the population process of the Rydberg states
of the Ar X ions in the grazing incidence geometry. That is, we analyze
the ”population histories” for the considered quantum states, for different
solid surfaces. The first state of the TVM carries the information about the
initial condition (preselection) |U1 (tin)) = |um) = |yMm, 1M, mm), while the
second state carries the information about a condition that has to be met
in the future (postselection) |¥s(ta,)) = |va) = [na,la,ma). At the initial
time, t = t;n, the ion has been at the distance R — oo from the surface,
and at final time the ion-surface distance is R = Rgy,.
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2. FORMATION OF THE INTERMEDIATE RYDBERG
STATES IN THE GRAZING GEOMETRY

The TVM, adapted to the grazing incidence case [1, 2] is in many de-
tails the same as in the normal emergence case [4]. The transition probabil-
ity Tpur, va (t) per unit energy parameter y5, (transition probability density)
is defined by the same expression as in [4]. The corresponding intermedi-
ate transition probability T, (t), in which the overall effectively extended
conduction band participate, represents a ”sum” over pj;:

T, (t) = / S (o Tt on (). (1)

niM,MmMm

The intermediate population probability of the Rydberg state that will
evolve into the final state |va) (probability of the formation of intermediate
Rydberg state) is given by P,, (R), which follows directly from Eq. (1). In
(1) the quantity (f)o., = [, fdQp /47 is the angle averaged Fermi-Dirac
distribution f = I[O7EF](k2/2), where Fp = Uy — ¢ is the Fermi energy; by
this expression we introduce the solid work function ¢ as a parameter of
the TVM; by Uy we denoted the depth of the potential well in solid. The
quantity T, ,,(t) is defined for the energy parameter vy, = v2Up — k%,
where El = E — ’UH

We consider the population probability P,, (t) = 1 —exp (—=Ty, (t)).
Due to the presence of the factor (f)q., in the expression (1), the probability
P,, first increases with decreasing R, exhibits maximum Pl* at R = Rpax,
and after that decreases with further decreasing of R.

3. RESULTS

In Fig. 1 we present the population probabilities of the Rydberg
states (na = 8—18,l4 = 1) for ArX ion (Z = 8) impinging a solid surface at
grazing incidence. For the perpendicular and parallel velocity components
we used the values v; = 0.005 a.u. and v = 0.1 a.u., respectively, and
analyze the effect of the solid work function taking the values from ¢ = 2.8
eV to¢p=>52¢eV.

We see that the positions and the magnitudes of the population
probabilities vary with ¢ in a controllable way. The population of all the
considered Rydberg states of the ArX ion is possible in the case of the solids
with work function ¢ = 2.8 eV and ¢ = 3.5 eV, such as W(110). However,
for ¢ = 4.3 eV; Al(111) and for ¢ > 4.3 €V the population of some Rudberg
states becomes practically impossible. The number of the states which can
be populated decreases with the increase of ¢. That is, the magnitude of
the population probability maxima of the Rydberg states for higher value of
the principal quantum number (na > Z+4) decreases with further increase
of the solid work function. The value of the solid work function ¢ = 5.2
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Figure 1. Population probabilities P,, (t).

eV for the considered values of the v, and v, "allows” only the population
states na € [Z —2,Z +1].

We note that the population of the higher Rydberg states becomes
possible (for the same work function) for higher values of the parallel velocity
component. For example, the population of the states nn = Z + 5 for
the ¢ = 5.2 eV (Ni(111)) is possible for the parallel velocity component
v = 0.15 a.u. Thus, the population of the Rydberg states with higher
values of the principal quantum number requires an increase of the solid
work function and/or an increase of the vj.

In Fig. 2 we present the neutralization distances RY via work func-
tion ¢ for the ArX ion, for the same ion-surface characteristics as in Fig.
1. From the figure we can conclude that the neutralization distances for
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Figure 2. Neutralization distances RY via solid work function ¢.

the population of the states ny € [Z — 2, Z + 1] are practically independent
on the solid work function. The most probable ion-surface distances for
the population of the Rydberg states with higher values of the ny become
different for different surfaces. With increase of the solid work function ¢
the neutralization distances RY (for these Rydberg states) also increase.

The population rule can be established based on the analysis of the
present paper. At lower values of the solid work function and for smaller
values of the parallel ionic velocities all Rydberg states can be populated.
At higher ionic velocities v the states with greater values of the principal
quantum number na can be populated only if the solid work function is
sufficiently low.
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INFLUENCE OF THE ELECTRON BEAM
IRRADIATION ON GRAPHENE DURING
DEVICES PRODUCTION

Marijana Milicevi¢, Aleksandar Matkovi, Borislav Vast and Rados G4ji

Institute of Physics, University of Belgrade, Pregrevica 118, 11080 Belgrade,
Serbia

Abstract. We examine the influence of the electron beam irradiation on single
and few layer graphene samples, introduced during e-beam lithography process,
commonly used for fabrication of contacts and various graphene devices. For this
purpose two point probe (2PP) field effect transistors (FET) with graphene
channel, as well as clean graphene samples are exposed to electron beam
irradiation, with varied beam energy and exposure time. Techniques such as
micro-Raman spectroscopy, DC transport, atomic force microscopy (AFM),
Kelvin probe force microscopy (KPFM) and electrostatic force microscopy
(EFM) measurements are employed to determine the influence of the electron
beam irradiation of graphene. Critical parameters for the electron beam irradiation
of graphene are obtained. These allow fabrication of graphene devices without
introducing damage and defects through the process of the electron beam
irradiation.

1. INTRODUCTION

Graphene’s ability to efficiently conduct current and heat, together with
its single atomic layer thickness and optical transparency led to the great research
activity [1] and efforts to make next-generation nano-devices [2]. These are in
most cases fabricated using electron beam lithography (EBL), technique that has
been employed both for making various contact geometries and for patterning of
graphene. Also imaging of the devices is done using scanning electron
microscopy (SEM) and transmission electron microscopy (TEM). In both cases,
energetic electrons lead to irradiation of the material, giving rise to damage and
disordering of graphene lattice [3]. This may result on lowering of graphene
device performances by influencing carrier mobility and doping. In this work we
present such investigation focusing on single and few layer graphene samples.
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2. SAMPLE PREPARATION AND IRRADIATION

2.1 Preparation

Graphene samples are obtained by micro-mechanical exfoliation of
highly ordered pyrolytic graphite (HOPG) on Si-wafer with 300 nm thick layer
of Si0,. Graphene flakes are identified using optical microscope (Figure 1.c and
Figure 2.a) and then confirmed with Raman spectroscopy. 2PP FET-s are
fabricated using UV photo-lithography (see Figure 1). Afterwards, a 200 nm
thick layer of poly(methyl methacrylate) (PMMA) is spin-coated on top of FETS,
in the same way as it would be done for EBL. By doing so, it is possible to see
the influence of the electron beam on graphene in conditions most commonly
present in practice.

2.2 Irradiation

Samples with and without PMMA coating are placed in a SEM and
exposed to the electron beam of various energies (1 keV, 10 keV, 20 keV, 30
keV, shown in Figure 1.b and 1.c) and exposure times (1min, 10min, 30 min, 60
min), resulting with the different accumulated irradiation dosages. Figure 2.b
shows SEM image obtained by applying irradiation of 1keV on graphene for 10
min. For AFM measurements the devices with PMMA coating are soaked in Iso-
propyl alchohol-MIBK 1:1 mixture after exposure, in order to remove this layer.

Figure 1. (a) shows SEM images of a tri-layer graphene (TLG) with 15 nm thick
evaporated gold contacts, made by UV photo-lithography. (b) and (c) show SEM
and optical microscopy images of the same device after three expositions to the
electron beam (exposed areas of 4x4 pmz2, exposition time of 10 minutes) with
energies of 10 keV, 20 keV and 30 keV. Scale bars (in top right) are 10 pm long.

3.RESULTS

Before and after exposure the devices are examined by room-
temperature Raman spectroscopy, DC electrical measurements, AFM, KPFM
and EFM. The changes in Raman spectra under irradiation such as broadening of
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G and 2D peaks, as well as change in relation of intensities of defect D and G
Raman modd(D)/I(G), are indicative of the disorder and defects [4]. These
changes are increased with larger electron dosages. Defect mode D and
amorphous carbon mode G* of various intensities are observed after different
irradiation dosages. Sample’s topography (Figure 2.c) and material contrast
(Figure 2.d) are obtained by AFM. Afterwards, KPFM and EFM measurements
(Figures 1.e — 1.h) are used to investigate the interaction between the sample and
the electron beam.
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Figure 2. (a) shows optical microscopy image of the sample. (b) shows SEM
image of the exposed area. (c) and (d) show AFM topography and phase,
respectively. Scale bars in (a) to (d) are 10 um. Dashed (black) square in (a), (c)
and (d) marks the area exposed to the electron beam, while solid (green) square
marks the are used for KPFM and EFM measurements. (e) and (f) show KPFM
and EFM maps of 8x8 pm2 area. Here, numbers 1 to 4 indicate unexposed SLG,
exposed SLG, exposed TLG and unexposed TLG areas, respectively. Solid
horizontal lines in (e) and (f) indicate height profiles shown in (g) and (h),
respectively.
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The difference between the exposed and unexposed areas of the sample, seen
both in KPFM and EFM, are a combination of the trapped charges in the SiO
ard the change of graphene’s work function. The latter is a consequence of both
sample damage and the electric field doping introduced by the trapped charges.
2PP transport measurements give possibility to observe changes in resistivity as
a function of a back-gate voltage. These measurements allow for an
unambiguous separation of the effects as the decrease in electron mobility
(defects in graphene structure) and change in charge neutrality point
(accumulated trapped charges) [1].

4. CONCLUSION

In this study we examine the influence of electron beam irradiation on
graphene devices using Raman spectroscopy, DC transport measurements, AFM,
KPFM and EFM in order to obtain critical parameters for EBL and SEM
imaging both with and without top PMMA layer. Results show presence of
certain disorder in graphene lattice and of amorphous carbon for almost all
electron dosages.
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OPTICAL PROPERTIESOF SILVER IMPLANTED
HIGH DENSITY POLYETHYLENE OBSERVED
USING SPECTROSCOPIC ELLIPSOMETRY
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12-14, 11001 Belgrade, Serbia

Abstract. High density polyethylene (HDPE) has been modified by #&m
implantation with the energy of 60 keV. The doses of implanted silver ions were
1x10", 5x10° and 1x16° ions/cni. The changes in refractive indem) (and
extinction coefficient ) were observed using spectroscopic ellipsometer.
Increasing the implantation dose leads to moving the maximum of refractive
index and extinction coefficient towards higher wavelengths. This is a
consequence of optical activation of the polymer, caused by different
concentrations of silver ions in the polymer matrix.

1. INTRODUCTION

Polymeric solid materials have been applied to many fields ranging
from everyday life to low- and high-technology engineering due to their many
unique advantages such as light weight, mold ability, ability to form complicate
shapes, corrosion resistance, versatile electronic and optical properties, and low
manufacturing cost [1,2]. It has been proven recently that ion implantation
technology is very attractive for modifying the surface properties of polymeric
materials. The structural changes caused by high energy ions give improvements
in optical properties, surface chemical activity, and potential applications in
sensor systems [3,4].

2. EXPERIMENTAL PROCEDURE

Commercial 2 mm thick table of HDPE (BASF, 0.945g/cm3) was
mechanically polished with 4000 grade polishing paper, cleaned in ultra-sonic
bath in ethanol solution and rinsed with 18.22Meionised water. Initial HDPE
sampleg1 cmx1 cm) were implanted by Agns with the energy of 60 keV in
the ion implanter chamber. The working pressure in the chamber was® P¢l0
The source of A ions was the preheated AgCl salt (Fluka, p.a.), with the
assistance of argon as a carrier gas.
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Characterization of the optical properties was carried out by measuring
refractive index if) and extinction coefficientkf using HORIBA Jobin Yvon
UVISEL iHR320 ellipsometer. Monochromator wavelength range was from 200
to 2200 nm, or from 0.6 to 4.8 eV. All optical spectra were recorded under the
same conditions with a step of 0.1 eV. The obtained optical spectra were further
analyzed using the software package Delta Psi2.

3. RESULTSAND DISCUSION

Figure 1a shows the dependence of refractive indegr( wavelength.

For the untreated HDPE sample, refractive index shows no dependence on
wavelength, and remains constant at the value of 1.5. This suggests the existence
of homogeneity in the structure of HDPE because there is no significant change
in the speed of light through the polymer. Increase of silver ions implantation
dose, causes refractive index maximum position to shift towards higher values of
wavelength (420, 482 and 596 nm). The maximum values of refractive index
increase, too (1.94, 2.15 and 2.32). This is a consequence of the amount of
implanted silver ions in the polymer matrix. A higher concentration of silver ions

in the polymer is a greater obstacle to the propagation of light through the
material and therefore the value of refractive index increases with increasing
implantation dose.

The dependence of extinction coefficierk) (on wavelengths is
presented in figure 1b. Extinction coefficient of the untreated HDPE doesn’t
show dependence on wavelength. Its value remains constantly close to zero,
regardless of the light wavelength. This indicates a high degree of transparency
of pure high density polyethylene in the entire wavelength range. Increase of
silver ions implantation dose, causes extinction coefficient maximum position to
shift towards higher values of wavelength (304, 323, and 389 nm). The
maximum value of extinction coefficient increases too (0.41, 0.59, and 0.79).
These changes of extinction coefficient are in agreement with refractive index
changes, and confirm optical activation of high density polyethylene.

Extinction coefficient is a measure of optical absorption of the material.
In the case of implantation of silver ions with different doses, there is the
increase of absorption with the increase of implantation dose. This is consistent
with the expected results because the amount of implanted material is
proportional to the degree of absorption.
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Figure 1. Optical spectra of the HDPE/Ag system implanted with doses'ix10
5x10"° and 1x18° ions/cnf: a) dependence of refractive index (n) on
wavelength b) dependence of extinction coefficiéfioh wavelength.

4. CONCLUSIONS

High density polyethylene has been modified by Aan implantation
with the energy of 60 keV and with the doses of %16x10° and 1x16°
ions/cnf. As a result of ion implantation, significant optical changes on HDPE
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surface region are observed. The polymer is optically activated due to the
changes of refractive index and degree of absorption (extinction coefficient) in
the material, after silver ions implantation. Shifts of the refractive index and
extinction coefficient peaks positions, together with the changes of the values of
refractive index and extinction coefficient are directly related to the amount

(concentration) of implanted ions
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BILAYERS
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Abstract. Evolution of the microstructure of Co/Si bilayers during Xe' ions
irradiation has been studied and the same is correlated with magnetic properties.
Thin cobalt films were deposited by electron beam evaporation method on (100)
Si wafer, to a thickness of 50 nm. After deposition the layers were irradiated with
400 keV Xe" ions to the fluences in the range of 2-30x10"° jons/cm?. Analyses by
Rutherford backscattering spectroscopy and transmission electron microscopy
provided information on the implanted Xe profiles as well as thickness and the
microstructure of ion-induced mixed regions. Magnetic properties of the layers
were analyzed by using in-plane magneto-optical Kerr effect. In as deposited
layer we found predominantly uniaxial magnetic anisotropy. After irradiation a
mixed region at the interface was observed and magnetic anisotropy was lost.

1. INTRODUCTION

Ion irradiation of ferromagnetic films, tens of nm thick, can
dramatically modify their microstructural and magnetic properties. Based on the
need to tailor shallow CoSi, junctions as contact metallization, the Co—Si system
has been investigated in much detail, with respect to thermal and ion-induced
mixing [1,2], implantation through metal doping [3], nano-patterning via focused
ion beams [4], and low-energy and swift heavy-ion mixing [5,6]. Nonetheless,
the correlations existing between the microstructural properties of ion-irradiated
or ion-mixed metal/silicon bilayers and their magnetic properties (in the case of
3d elements) is far from being understood.

The present work outlines the influence of the Xe" ion irradiation on the
structural and magnetic properties of Co/Si bilayer induced by intermixing
processes. The present paper refers to a small selection of the results obtained so
far, which will be presented and discussed in more detail in a forthcoming
article.
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2. EXPERIMENTAL

Cobalt thin films were prepared on crystalline (100) silicon wafers, by
using electron beam evaporation method. The films were deposited to a thickness
of 50 nm, under the vacuum of 1x10™* Pa. After deposition the samples were
irradiated with a beam of 400 keV Xe" ions to the fluences of 2, 4, 6, 8, 10, 15,
20 and 30x10" ions/cm’. The pressure during implantations was about 2x107
Pa. According to SRIM calculations [7] a mean ion range of 400 keV Xe" ions in
Co-Si system is 80 nm, with the maximum energy deposited at the Co/Si
interface.

Compositional characterization of samples was performed with
Rutherford backscattering spectroscopy (RBS), using the 900 keV He'™ ion
beam. The backscattering spectra were taken at normal incidence and the
changes in the concentration profiles of the Co/Si components were analyzed
with the Data Furnace WiNDF software [8]. Cross-sectional transmission
electron microscopy (XTEM) was performed on PHILIPS CM30 microscope,
operated at 300 kV, and we also used micro-diffraction (MD) and fast Fourier
transformation (FFT) analyses. The magnetic properties of the samples were
characterized at room temperature by in-plane magneto-optical Kerr effect
(MOKE) measurements. Angle-dependent magnetic remanence obtained from
the MOKE hysteresis curves gave information about magnetic anisotropy in the
films.

3. RESULTS AND DISCUSSION

Fig. 1 illustrates the deduced Co and Si depth profiles in Co/Si bilayers
irradiated with 400 keV Xe' ions, for various ion fluences.

—=— as deposited

—o— 6x10" Xe/em®
—e— 10x10" Xe/cm’
—a— 15%10" Xe/cm’
—x— 20x10" Xe/em®
—a— 30%10" Xe/em®

Concentration (at. %)

0 200 400 600 800 0 200 400 600 800

Depth (x 107 at/cmz)

Figure 1. Variation of Co and Si concentration profiles in Co/Si bilayers
irradiated with 400 keV Xe" ions.

195



27th SPIG Particle and Laser Beam Interaction with Solids

For the sake of clarity, the spectra corresponding to the samples
irradiated with 2, 4 and 8x10" Xe/cm®’ were omitted from the figure. The
presented profiles clearly illustrate that even for the lower irradiation fluences
the ion irradiation induces intermixing of the bilayer components. Both Co and
Si signals exhibit diffusion-like concentration profiles, with a progressive
broadening of the Co/Si interface for increasing Xe-ion fluence. It was found that
the intermixed region increases almost linearly with the ion fluence [9].

Figure 2. Cross-sectional TEM analysis of Co/Si bilayers: (a) as deposited Co/Si
sample; (b) Co/Si layer irradiated to 20x10"° Xe/cm®.

Additional information about the layer structure was gained from cross-
sectional TEM, shown in Fig. 2. Bright-field image of as deposited sample (a)
shows 50-nm-thick Co layer, well separated from the Si substrate. The Co layer
grows in the form of a columnar structure. The obtained ring-like diffraction
pattern indicates a very fine polycrystalline structure of the layer. TEM image
shown in (b) was taken from Co/Si bilayer after irradiation to 20x10" Xe/cm®.
Note the high contrast between the Si substrate and the mixed region. The wide
of intermixed region is ~50 nm and based on the corresponding Fourier
transform it is evident that this region is amorphous. At the same time, the
crystallinity of the rest of Co layer is preserved.

1.0+ 1.0+

0.5

g‘_ 0.0
=

0.51 1 240

104 as deposited N 10] 30x10" Xe/em’

180 180

Figure 3. Angular dependence of the relative remanence M,/M; of as deposited
and 30x10"° jons/cm’® Xe" irradiated Co/Si films, measured with MOKE.
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Information about magnetic anisotropy in the layers was obtained from
the MOKE measurements of relative magnetic remanence M,/M;, the parameter
M; being the saturation magnetization. The angular dependence of relative
magnetization on the ion fluence is illustrated in Fig. 3. The as deposited Co
layer show uniaxial anisotropy, with a rather small fourfold components of
magnetization. After irradiation to the fluence of 30x10"° ions/cm? the isotropic
contribution becomes dominant component of magnetization in Co/Si layers.
This is probably due to the changes of the internal stresses induced by ion
irradiation, but needed further clarification.

4. CONCLUSION

The structural and magnetic properties of polycrystalline 50-nm-thick
Co films irradiated by 400 keV Xe" ions has been investigated. It was observed
that Xe" ions irradiation leads to the formation of amorphous intermixed region
at the Co/Si interface. As for the magnetic properties, it was found very strong
effect of Xe' ions irradiation. In as deposited Co layer a coupling of uniaxial and
fourfold anisotropies has been occured. But, after irradiation with Xe" ions the
isotropic contribution becomes dominant component of magnetization.
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Abstract. Polycrystalline titanium nitride (TiN) film deposited by d.c. reactive
sputtering on Si(100) wafer was irradiated with 80 keV vanadium ions up to the
fluence of 2x10'" jons/cm®. Rutherford backscattering spectrometry, cross-
sectional (high-resolution) transmission electron microscopy (TEM/HRTEM) and
spectroscopic ellipsometry were carried out in order to study structural and optical
properties of TiN/Si samples. From cross-sectional TEM observations of
implanted sample it was found that the TiN film was damaged inside of 120-170
nm and the traces of VN was identified. It is also observed that the vanadium ions
caused the optical changes in TiN film.

1. INTRODUCTION

Transition metal nitrides such as titanium nitride present highly covalent
bonds in simple, usually cubic structures, which give them an extreme hardness,
high corrosion resistance and excellent mechanical and high-temperature stability
[1,2]. Due to their excellent tribological characteristics, TiN films have been
widely used in industry ranging from hard coatings, coatings for corrosion and
wear resistance, to diffusion barriers in microelectronic devices. To further
improve the properties of TiN coatings ion implantation technology is found to be
an effective method to modify structural, electrical and optical properties of the
TiN films. Therefore, many studies have been carried out on the effects of the
implantation of different ions into TiN coatings [3,4].

In this paper, high dose (up to 2x10' ions/cm?) vanadium-ion
implantation has been performed on the TiN films deposited on Si wafers, and the
microstructural and optical changes induced by this ion were investigated.

2. EXPERMENTAL DETAILS

Titanium nitride films were deposited on Si (100) wafers by dc reactive
sputtering from a Ti target of 99.9% purity, using sputtering (Ar) and reactive
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(N,) gases. The films had a thickness of 240 nm as verified by TEM. Then, the
samples were implanted with 80 keV V' ions to the fluences of 1x10'7 and
2x10"" jons/cm’. The chosen V-ion energy guaranteed that the average projected
range, Rp = 38 nm, and full width at half maximum (FWHM), ARp = 14 nm,
estimated with the SRIM2010 [5].

The Rutherford backscattering analysis (RBS) was performed with a
900 keV He™" ion beam and the concentration profiles of the various components
were analyzed with the WIN-DF code [6]. Microstructure of the samples was
investigated using cross-sectional (high resolution) transmission electron
microscopy at a Philips CM200-FEG microscope operated at 200 keV. In order
to investigate the structure of crystalline regions, the image was analyzed by fast
Fourier transformation (FFT). Ellipsometry measurements were conducted over
the spectral range from 260 — 2100 nm at an angle of incidence of 70 degrees
using a HORIBA — Jobin Yvon UVIS ellipsometer.

3. RESULTS AND DISCUSSION

The Ti, V, O and Si concentration profiles of as deposited TiN sample
and sample irradiated with 2x10"" V/em® deduced from RBS are presented in
Fig. 1. Firstly, we note an increase in total layer thickness, which most probably
is due to surface oxidation and overcomes the expected reduction in layer
thickness due to sputtering. Secondly, we observe inhomogeneous concentration
of Ti almost in the whole layer especially in the vanadium-enriched zone. It was
found that the vanadium ions are stopped at 60 nm from the surface which is
deeper than the SRIM calculation predicted (Rp=38 nm), with the maximum
concentration of 20 at %.

100
as deposited
. 17 . 2

;\;\ 804 —&—dose =2x10 " ions/cm
g
=
.S 60
= .
]
3
2 404 /
5]
~ O

20- M

0 y T '
0 100 200 300 200 300

Depth(nm)

Figure 1. Ti, V, O and Si depth profiles in as deposited and vanadium irradiated
TiN films to the fluence of 2x10"” ions/cm’.

A bright-field TEM image, a high-resolution TEM image, and the
Fourier transforms corresponding to several regions of the damaged sublayer of a
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TiN/Si sample after implantation of 2x10"” V-ions/cm” are presented in Figures
2a,b. In the bright-field image (a) a 20-30 nm amorphous (oxidized) surface layer
can be discerned, followed by a 120-170 nm thick damaged layer containing the
V atoms (as proven via RBS, Figure 1), as well as the remaining TiN sublayer of
columnar structure, which was not affected by ion implantation. As shown in the
lower part of Figure 2, the FFT patterns taken from three different parts of
damaged region, shown in HRTEM image in (b) revealed, besides the expected
TiN(111), (200) and (220) reflexes, traces of VN(111) and VN(200) reflexes.

VN(111)

/Tiu(zoo iN(111) -
i
B

iN(200)
N

Figure 2. TEM analysis of TiN/Si bilayers implanted with 2x10'” V-ions/cm®:
(a) TEM bright field image; and (b) HRTEM image of the damaged region
indicated in (a) and Fourier transforms from the labeled regions.
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Figure 3. The obtained extinction coefficient (k) as a function of wavelength for
as deposited and vanadium implanted TiN sample to the fluence of 2x10"
jons/cm’.
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Using spectroscopic ellipsometry complex refractive index (real part (n)
and imaginary part (k)) as a function of wavelenght was calculated. Fig. 3 shows
k values for as deposited sample (solid line) and vanadium implanted TiN
sample to the fluence of 2x10'7 ions/cm” (triangles) in the range of 280-800 nm.
The as deposited sample exhibits a minimum of k value in the visible part of the
spectrum and almost linear increase with increasing wavelenght which is similar
to that previosly reported for TiN films [7]. Qualitatively, we observed a
considerable change in slope after V ion implantation. The presence of vanadium
atoms in the TiN films leads to the higher values of k in the spectral range where
pure vanadium adsorbs (380-520 nm).

4. CONCLUSIONS

We have studied the effects of vanadium ion implantation on the
structural and optical properties of TiN thin film. It was found that the vanadium
jon implantation to the fluence of 2x10'" jons/cm® rearranges the crystalline
structure of the layer, breaks up the columns and induces the growth of
nanocrystals of VN phase. Also, the extinction coefficient of implanted sample
was changed due to the presence of vanadium atoms in TiN film.
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Abstract. Ethylene vinyl acetate copolymer nanocomposites were prepared by
implantation with Fe®" ions. The ions were produced by metal-ions-from-volatile-
compounds (MIVOC) method with the M1 machine of FAMA, at the Vinca
institute. The changes in the surface morphology and physical properties of the
films upon irradiation were followed up by transmission electron microscopy
(TEM), UV-vis spectroscopy and electrical resistivity measurements.

1. INTRODUCTION

Metal ion implantation with has been widely reported as a tool for the
fabrication of polymer nanocomposite structures [1,2]. Polymers are considered
as good implantation substrates since they can be easily processed into desired
shapes and usually exhibit long term dimensional stability. On the other hand, by
a selection of ion energy and ion dose, it is possible to modify the properties of
the host polymer matrices as well as to control the size and spatial distribution of
the particles formed. In this way, it is possible to obtain a multifunctional material
that combines the advantageous properties of both components.

In this paper, we report preliminary results on preparation of the surface
nanocomposite of ethylene vinyl acetate copolymer (EVA) through irradiation
with Fe®" ions. So far, various polymers were used as substrates for implantation
with Fe ions [1-5]. Typical ion beam energies were 100-150 eV, while the ion
doses went up to 1 x 10" ions/cm’. It was found that the morphology of the
obtained iron particles partially depends on the type of the polymer. In most of the
cases, the implantation results in spherical particles but, when polyethylene
terephthalate (PET) was used as the substrate, the needle- and worm-like
structures were obtained [5]. Also, the properties of the composites depended on
the hardness of the substrate. For example, effective magnetization of the
composite increases if the viscous silicon were used instead solid silicon substrate
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[3]. EVA copolymer (used as a matrix in the present investigations) is inherently
flexible, tough, and transparent material. It is proved solution for footwear, wire
and cable insulation, as well as photovoltaic sheets applications. In order to
prepare the EVA based nanocomposites, we irradiated the copolymer substrates
with various does of Fe®" ions and investigate the morphological and physical
properties of the obtained films.

2. EXPERIMENTAL

1.1 Preparation of copolymer substrates

EVA copolymer with 9% vinyl acetate (VA) content and a density of p
= 0.93 grem” was supplied by Plastamid, South Africa. The isotropic EVA
sheets were prepared by compression moulding. The EVA pallets were kept at 5
min at 150 °C for 10 minutes and then 1.75 MPa pressure was applied for
another 5 min. After that, the sheets were quenched in water at 20 °C. The
obtained sheets had thickness of 200 pm.

2.2 Irradiation with Fe® ions

EVA samples, 1 cm in width and 2 c¢cm in length, were placed in the
interaction chamber of the C2 channel of the facility for modification and
analysis of materials with ion beams (FAMA), at the Vinca Institute [6]. The
ions produced with the M1 machine of FAMA, being an electron cyclotron
resonance ion source, were directed onto the target substrate. The scheme of the
experimental setup is shown in Figure 1.

A

M o S

Figure 1 The scheme of the experimental setup.

At the mVINIS Ion Source, mini-oven technique is adequate for the
solid materials with low melting point (the maximum oven temperature is 900
°C). For this reason, metal-ions-from-volatile-compounds (MIVOC) method was
applied to produce iron ions [7] The well-known ferrocene powder Fe(CsHs),
was used for the extraction of the multiple charged iron ion beam spectrum [7],
while Fe®" ions were selected to interact with substrate. The irradiation does were
1x105, 5x10", 1x10', 1x10" ions/cm®. The beam energy and current were 90
keV and 64 epA, respectively.
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2.3 Methods

For transmission electron microscopy (TEM) measurements, the Fe
ion irradiated EVA films were embedded in a resin and microtomed into electron
beam transparent films using a Reichert-Jung Ultracut. TEM measurements were
performed using a Phillps CM 10 transmission electron microscope at 100 kV.

The changes in the optical absorption properties with changes in
absorbed dose of Fe®" ions were investigated by using Perkin-Elmer Lambda 5
UV-vis spectrophotometer.

The changes in the surface resistivity of the films after irradiation with
Fe®" ions was studied on a Agilent 4339B high-resistance meter, calibrated with
Keithley 5155 standards (10°-10" Q, AR/AV = -0.03% V™) for all voltage
ranges. The samples were in the form of disks 13 mm in diameter.

6+

3. RESULTS

Figure 2 shows the TEM image of the cross section of the EVA film
irradiated with 1x10"7 ions/cm”. A large number of nanostructured particles were
formed after irradiation. Their size is approximately 2 nm and they are mostly
located about 150 nm beneath the surface of the film. They form a strip about 80
nm wide. The results clearly show that the irradiation with multiple charge ions
is a convenient method for fabrication of the surface nanocomposite structures.

Figure 2. TEM image of the cross section of the EVA film irradiated with
1x10"" jons/cm? (bar 100 nm).

The multiple charged ions affect also the surface properties of the
matrix itself. The interaction of ions with EVA macromolecules induces the
formation of free radicals and their subsequent crosslinking. As a result there are
changes in the optical transparency and surface resistivity of the films. The
results in Table 1 show that the surface resistivity values of the EVA films
significantly decrease with an increase in irradiation dose.

Table 1. Surface resistivity of the EVA films for various does of Fe®" ions
Irradiation dose [cm™] 0 1x10"” | 5x10"” 1x10" [ 1x10"
Surface resistivity [Q] | 2.1 10" | 3.110" | 2.6 10" | 1.710° | 3.2 10’
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Figure 3 shows UV-vis absorption spectra of the as prepared EVA films
and EVA films irradiated with 1x10" and 1x10'® jons/em’. Irradiation with
multiple charge iron ions obviously leads to the increase the optical absorption of
the copolymer. This effect is again the consequence of the processes of oxidation
and crosslinking induced by multiple charge ions.
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Figure 3 UV-vis spectra of the as prepared and irradiated EVA films
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Abstract. Ethylene-norbornene (TOPAS 6017S-04) copolymer films were
irradiated in vacuum with 100 keV°Nions to fluences ranging from fao 10°

cm?. Changes in optical and dielectric properties were analyzed by ultraviolet—
visible and dielectric relaxation spectroscopies. The indirect energy gap values
were determined from the absorption edge in the 180-900 nm region using Tauc’s
relation. The energy gap of ethylene—norbornene copolymer decreases with
increasing the fluence of°Nions. Significant changes in the dielecticandy-
relaxation were observed in the case ofiNadiated TOPAS 6017S-04 samples.

1. INTRODUCTION

lon irradiation has become a highly developed tool for modifying the
surface properties of different materials. When applied to polymers, energetic
ions can induce many processes, such as sputtering, bond breaking and creation of
double bonds, emission of small molecular groups, creation of carbonaceous
clusters and the production of primary and secondary radicals. These radicals are
responsible for most of the observed transformations. The structural modifications
occurring in the irradiated layer may induce various improvements to the
mechanical, electrical and optical properties of polymers [1]. This produces
opportunities for the use of ion irradiation as a method for the fabrication of
special polymer materials for optical, electronic and sensor applications.

Polymers with a high glass transition temperature, low optical
propagation loss and low water absorption are especially well-suited for outdoor
electronic and optical applications. During the last two decades, completely
amorphous ethylene-norbornene copolymers have attracted increasing attention
because of their unique combination of optical, electrical and thermal properties
[2]. This cycloolefin copolymer family is characterized by excellent transparency,
low birefringence, very low water absorption and high heat decomposition
temperatures. TOPAS 6017S-04, with the highest glass transition temperature
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among the TOPAS family, is a particularly suitable material for the fabrication of
optical waveguides, biosensors and optoelectronic systems for high-temperature
environments.

2. MATERIALSAND METHODS

TOPAS 6017S-04 filmsT, = 178 °C,p = 1.02 g/cn), 50 um thick,
were purchased from TOPAS Advanced Polymers (USA). The samples of size 2
cmx 2 cm were homogeneously irradiated in vacuum with 100 k&Mds to
fluences of 1, 10"° and 16° cni”.

Ultraviolet-visible (UV-Vis) spectroscopy was employed to investigate
the variation in the optical energy gap with the ion fluence. The UV-Vis spectra
of TOPAS films were obtained using Shimadzu UV-3600PC UV/Vis/Near-IR
spectrophotometer in the range of 180-900 nm.

The dielectric losses (tab) of TOPAS films were measured using the
Precision LCR Meter (Agilent 4285A). The samples in the form of discs, 13 mm
in diameter, were placed in a stainless steel cell with an ac signal of 1 V applied
across the cell. Control of the sample temperature in the range of 50-400 K was
achieved using the CTI-Cryogenics Cryodyne closed loop system and Lake
Shore 340 temperature controller.

3.RESULTS

The transmittance spectra of pristine and ion irradiated TOPAS 6017S-
04 films in the wavelength range 180-900 nm are shown in the Fig. 1 as a
function of N* ion fluences. The reduction in optical transmittance due to
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Figure 1. Transmittance spectra of (a) pristine and 100 keV iNadiated
TOPAS samples for the fluence of (b)*4ac) 10° and (d) 16° cm?.
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irradiation may result from the delocalized electron states generation in the
forbidden gap of the copolymer and formation of localized states of defects the
number of which increases with the increase of the applied fluence.

Using Tauc's model [3], the optical band gap for the indirect electronic
transitions can be obtained by plotting¢)'? as a function of photon energy.hv
The variation of band gap as a function of ion fluence is shown in Fig. 2. The
estimated value of the energy gap for pristine sample is 2.40 eV and is reduced to
1.95, 1.85 and 0.55 eV for films irradiated with the fluence ot 10" and 16°
cm?, respectively. The decrease in the energy gap values is due to formation of
cabon enriched clusters after the ion bombardment of TOPAS samples.
Bombardment with Rf ions leads to the hydrogen release, to crosslinking and
double bond formation in the irradiated copolymer. Overlapping-ofbitals of
the conjugated C=C bonds results in appearance of delocalizéettrons,
whose energy gap, betweenand n= bands, decreases with the length of
conjugation.

800

d-10"® cm™
c-10" cm?
b-10" cm?

- pristine

700 —
600 —
500 —
400 —

300 +

(ahv) 12 (eviem) 12

200 4

100 —

Figure 2. The dependences oftfl)? on photon energy thfor TOPAS films
irradiated with N* ions.

The results of dielectric measurements for TOPAS in the temperature
range from 50 to 400 K at 10 MHz are shown in Fig. 3. The peak at 291 K in
Fig. 3a corresponds to the amorphous molecular relaxgtioglgxation) of the
copolymer [4]. After irradiation with the fluence of #@m? several peaks ¢f-
relaxation in the range of 240-310 K and a new featurgrelaxation at 210 K
are observed (Fig. 3c). Significant decrease of intensitigsrefaxation in the
samples irradiated with 10 cm? is caused by the amorphous naturepef
relaxation and by carbon cluster formation (with ordered graphite-like structures)
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Figure 3. Temperature dependence of taat 10 MHz for (a) pristine and 100
keV N°* irradiated TOPAS samples for the fluence of (b} 1@) 10° and (d)
10 cm?®,

at fluences higher than Y0cm? These changes in the and y-relaxation

indicate structural changes in amorphous regions of the copolymer and great
sensitivity of TOPAS 6017S-04 to°Nirradiation.
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Abstract. We have measured the kinetic energy distribution of electrons escaping
a macroscopic platinum (Pt) tube (3.3 mm diameter and 40.8 mm length). The
200 eV incident electron beam of about 800 nA was directed into the capillary
entrance at a large tilt angle of 5.5°, with respect to the capillary axis. The results
show a dominant fraction of elastically scattered electrons, accompanied by
inelastic losses.

1. INTRODUCTION

Insulating micro- and nano-capillaries made of different materials have
been extensively used to investigate the so-called guiding phenomenon, which
was first revealed with the pioneering work of Stolterfoht and coauthors in 2002
[1]. Briefly, the beam of charged particles, particularly highly charged ions (HCI),
dinamically deposit charge on the inner capillary surface, thus providing a
Coulomb field that deflects the particles and efficiently guides them towards the
capillary exit. Large attention has been devoted to this phenomenon due to both
an interesting physics and possible applications, such as the possibility to
introduce a micro/nano HCI beam directly into a biological object [2]. The first
results on electron guiding through insulating capillaries have been reported more
recently [3,4], followed by a more detailed investigations [5,6]. A comprehensive
review on the subject can be found in the recent paper by Lemell et al. [7].

In contrast to the HCI, the electron transmission through insulating
capillaries appeared to be much more complex [5,6,7]. Particularly, electrons can
be closely elastically scattered from the surface (not only deflected by deposited
charge), inelastically scattered and can produce secondary electrons (which thus
affect the Coulomb interaction). Moreover, it has been suggested that even
metallic (conductive) capillaries could be used for the electron guiding [6].
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In the present work, we investigate electron transmission through
metallic macroscopic capillaries. Our aim is both to learn about fundamental
properties of the electron guding by metallic capillaries, governed by electron-
surface interaction, and to investigate the potential application of metallic high-
aspect ratio capillaries as a robust, spatially well-determined, low-energy electron
carier/source, which could be efficiently applied to study electron driven
molecular processes under different environmental conditions. We started
investigation with a large-diameter Pt tube, in order to compare the obtained
results to the electron interaction with a plane Pt surface and theoretical
simulations. In the present work, we have investigated transmission of 200 eV
incident electrons through a single Pt macrocapillary (3.3 mm diameter and 40.8
mm length — the aspect ratio of about 12.4). The intensity of the outgoing electron
current has been measured as a function of both the incident beam angle with
respect to the capillary axis (tilt angle) and the kinetic energy of outgoing
electrons.

2. EXPERIMENTAL SETUP

The experiment has been performed in the Laboratory for Atomic
Collision Processes, at the Institute of Physics Belgrade (IPB) by using the
electron spectrometer UGRA [8], which has been modified to perform the
present experiment. The electron gun produces a well collimated electron beam,
with a diameter and an angular divergence estimated to be approximately 1 mm
and 1° at 200 eV of the incident energy, and with an energy spread of about 0.5
eV. The Pt tube has been fitted inside the entrance electron lens system (see
Figure 1), in front of the electron gun, which can be rotated around the capillary
entrance in the angular domain of about -15 to +15 degrees. The angle between
the capillary axis and incident electron beam direction is denoted as the tilt

angle.

... to detector

Pt tube

- ~
-~ ~~ ~
~~ -

... from electron gun

grounded

electron lenses

Figure 1. Schematic drawing of the experimental setup.
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The electrons escaping the capillary were focused by an electrostatic
lens (Figure 1) into a double cylindrical mirror energy analyzer (DCMA),
followed by a single channel multiplier used as a detector. Since the entrance
lens of the analyzer is fixed to have its axis parallel to the capillary axis, the
observation angle is fixed at 0° and the acceptance angle also depends on the
focal properties of the entrance lens. The kinetic energy distribution of the
electrons escaping the capillary was measured by recording the electron current
at the detector (count rates) as a function of the retarding potential at the entrance
of the DCMA that worked in a constant pass-energy mode, thus providing a
constant energy resolution over the whole scanned energy domain [8]. Still, it
should be noted that the recorded kinetic energy distribution can be affected by
the transmission of the entrance lens [8].

3. RESULTS

The preliminary obtained kinetic energy distribution of electrons
escaping the Pt tube at the tilt angle of about 5.5° and for the incident electron
energy of 200 eV is shown in Figure 2.
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Figure 2. The kinetic energy distribution of electrons escaping the Pt tube at the tilt angle of 5.5° and
the incident electron energy of 200 eV.
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The aspect ratio of the Pt tube defines the tilt angle of 4.6° as a
maximum angle to transmit the direct electron beam. Moreover, even at smaller
tilt angles down to only a few degrees, the electron detection should not be
possible due to the aspect ratio of the entrance lens stack and the DCMA (see
Figure 1), which also depends on the electrostatic field. Therefore, the present
results suggest that 200 eV electrons can be directed and transmitted along the
metallic Pt tube. The dominant fraction of the transmitted electrons seems to
suffer only elastic surface collisions. Inelastically scattered electrons are also
detected and further work is in progress to compare the present results with the
electron scattering from a plane Pt surface and calculations that include
cylindrical geometry.
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Abstract. The present work is dedicated to the development of formation method
for Ag cone-shaped surface nanostructures on silicon layer. For the formation of
Ag nanoparticles fluxes the method of laser synthesis at air pressure is proposed.
By the deposition of Ag nanostructures on solid layers, the cone-shaped surface
nanostructures of Ag can be obtained.

1. INTRODUCTION

At present, nanotechnologies are considered to be one of the most
promising directions of science and technology development. The high practical
interest to nanostructures is based on specific features (physical, chemical,
biological), which are not character to massive objects consisting of the same
materials. This allows, for example, modifying the traditional media with metal
nanostructures, thus improving their physical and chemical parameters. An
example of such a problem is the obtaining of surface nanostructures consist of
noble metals. Such nanostructures are actively used in petroleum chemistry,
organic chemistry, polymer chemistry, as well as in the optical industry.

2. LASER EROSION OF SILVER TARGETS BY
NANOSECOND PULSES AT AIR PRESSURE

In the process of exposure of massive silver planes to intense
nanosecond laser pulses part of the irradiation is absorbed by free conduction
electrons in thin surface layer (~1 pm). Initially high coefficient of reflection of
optical radiation by smooth silver surface (R = 0.97 for a light wavelength of
1000 nm) under intense laser action can significantly decrease, enhancing the
integral dose of pulse energy absorbed by the target to 50% of the total optical
energy reaching the target surface [1].

In case of nanosecond pulse (even with duration ~10 ns) action the
leading edge time of laser pulse (10° s) becomes comparable with the
characteristic time of electron-ion thermal relaxation in metals (>107' s). So the
absorbed optical energy can not penetrate deep into the target material due to
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only electronic thermal conductivity, therefore the irradiative thermal
conductivity became dominate. As a result a macro-layer of the “solid—vapor”
phase transition almost without a liquid phase is formed under the influence of
excess energy in the thin (~5-10 um) surface layer of the target [2]. This macro-
layer can be comparable with an explosive layer, which detonation process is
followed by two basic physical effects: formation of the metal vapor-plasma
plume (rapidly expands to outer space) and generation of the intensive shock
wave (propagates deep into the target). This model of laser erosion of metals is
called a “hydrodynamic” model, since it is precisely the hydrodynamic plasma
motion that determines the basic regularities of interaction [3].

At the initial stage of its formation the vapor-plasma plume (due to the
inverse breaking effect) begins to actively absorb the optical energy of the acting
laser pulse, so increasing the internal energy of plasma and rapidly propagating
in the atmosphere (according to the evaluations of [2] the initial velocity of
vapor-plasma plume of silver is 7 km/s). After the finishing of the laser pulse,
adiabatic expansion of the vapor-plasma plume continues, which leads to its
gradual cooling. So in the plasma cloud, there appear local density fluctuations
which subsequently turn to silver drop-liquid particles due to the condensation
processes. The result average sizes of silver particles lie in the nanometric range
(40-50 nm). This condensed phase of silver in the form of nanodrops is present
in the surface region of the target over a rather long period: 500—600 ps from the
laser action [4].

Substantial roughness on the target surface (in the form of longitudinal
scratches with transverse dimensions of ~50—100 pm) increase the concentration
of nanopdrops in the erosion plume by 2 to 3 orders (up to 10" cm™) of
magnitude compared to the smooth target surface (with irregularities of ~1 um).
This effect is based on the increasing of the effective interaction area of the
rough surfaces and to the presence of numerous gas-formation centers. In the
case of multiple laser action without changing the localization of the focal spot
we have observed the effect of a decrease in the concentration of metallic
nanodrops in the erosion plume for each subsequent pulse. After 4-5 actions of
this kind, the efficiency of nanoparticle formation is no different from the case of
a smooth target neglecting of the initial level of roughness. The indicated
regularity is character to the process of smoothing out of the irregularities of the
surface relief by a train of laser pulses [4].

3. EXPERIMENT

In the present work to form the layer of silver cone-shaped
nanosructures we used an Nd:YAG (A = 1064 nm) laser generating pulses of
duration 20 ns with a mean energy of 200 mJ, whose focusing into a spot with 3
mm diameter permitted obtaining a power density of ~0,1 GW/cm®. The pulse
repetition frequency was 5 Hz. The characteristic exposure time for obtaining
samples containing silver cone-shaped nanostructures was chosen to be equal to
2 min for one sample (600 pulses). The synthesis process proceeded in an air
medium with subsequent deposition of formed silver nanocones on silicon layer.
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For the target, we used massive plate from Ag, which chemical homogeneity has
been confirmed by a state certificate.
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Figure 1. Results of investigation: AFM images (a, b), characteristic spectrum of
nanocones (c).
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For an investigation we used the following direct methods of diagnosing
the parameters of the ultradisperse metal phase: atomic-force microscopy (AFM)
and recording of the characteristic spectra of nanoobjects under their excitation
by a sharply focused electron beam (electron probe). The results of investigation
of the samples using AFM (Fig. 1 a, b) have shown the presence of cone-shaped
nanoobjects. The spectrum of characteristic radiation of the particles on the
carbon substrate (Fig. 1 ¢) points to the fact that the material of these structures
corresponds to the material of the target, i.e. to Ag.

4. CONCLUSIONS

On the basis of the method of laser synthesis, an industrial technology
of silver nanodrops fluxes formation can be developed. By the deposition of
nanodrops on solid layers the silver cone-shaped surface nanostructures can be
obtained. The chief advantages of the given technological approach are the ease
of the technological realization of the process, the low production cost, and high
rates of synthesis of Ag nanostructures.
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Abstract. Thin film chemical vapour deposition technique has been used for
more than 50 years. Introducing organosilicones as precursors, e.g.
hexamethyldisiloxane (HMDSO) or tetracthyl orthosilicate (TEOS), brought new
possibilities to this method. Barrier properties of thin films have become an
important issue, especially for army and emergency services as well as for food
and drink manufacturers. Our work is focused on deposition of protective
HMDSO thin films via plasma enhanced chemical vapour deposition for
encapsulating cleaned archaeological artefacts, preventing preventing these
historical objects from destructive corrosion objects.

1. INTRODUCTION

Chemical vapour deposition has been used for thin film production for
more than 50 years. We can find many successful applications in different
industry branches, e.g. in automotive, food industry or in medicine. During
1980’s, this deposition technique has been improved by adding plasma to the
process. Plasma enhanced chemical vapour deposition (PECVD) or plasma
assisted chemical vapour deposition (PACVD) allow using many new types of
precursors, especially organosilicones.

Organosilicones offer several advantages. Organic groups have nearly
infinite options for proper control of deposited layers. Additionally, they are
compatible with other organic compounds and provide elasticity, preventing the
layer to crack. Silicon atoms support binding to inorganic substrates including
glass [1]. Hexamethyldisiloxane (HMDSO) and tetraethyl orthosilicate (TEOS)
are used as PECVD precursors very often [2]. Main applications of
organosilicone precursors are in microelectronics [3], automotive and food
industry [4].

There are also other fields which can benefit from this type of
precursors. Archaeology is one of them. Some organosilicone thin films have
good barrier properties which make them suitable candidates for archaeological
artefacts preservation. The aim of this work is to examine thin films based on
HMDSO for possible application in archacology.
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2. EXPERIMENTAL PROCEDURES

Thin films were deposited simultaneously on several sample substrates:
pure silicon substrate, iron plates, glass and polypropylene foil (PP, 20 um).

PECVD was carried out in a glass bell-jar type reactor using
capacitively coupled plasma generated by a RF source (13.56 MHz). HMDSO
was used as the precursor. Reaction mixture (HMDSO+O,) total flow rate of
10 scem remained constant during all experiments. The whole device was
pumped continuously by a rotary oil pump to maintain constant processing
pressure of 15 Pa. The optical emission spectrometer Jobin Yvon Triax 550 with
a 1200 gr/mm grating and a CCD detector was used for plasma diagnostics.

Deposited thin films were analyzed by various methods, including
infrared spectrometry, thin film thickness measurements and barrier properties
evaluation. Barrier properties are the most important parameters for the desired
application. They can be tested in a corrosion chamber where salt fog and
elevated temperature simulate the most frequent factors causing corrosion.
Another approach is to measure permeability of deposited layers. Oxygen
transmission rate (OTR) measurement is a standard method for gas permeability
determination [5]. It measures the amount of oxygen passed through the thin film
over time.

Oxygen transmission rate was measured for PP foils after the deposition.
Infrared (IR) spectra of prepared layers were obtained after the deposition as well.
Thin film thickness was monitored in situ by a quartz crystal monitor and verified
on finished thin film by interference microscopy. Thickness of all films was
40-50 nm. It is known that thinner films do not form compact layers reliably.
Thicker films crack on these substrates due to different thermal expansion
coefficients.

3. RESULTS AND DISCUSSION

First, barrier properties of deposited thin films were tested. Gas
permeability of organosilicone-based thin films is highly dependent on
deposition parameters. This was confirmed by preliminary experiments. We
prepared thin films with very different barrier properties. Oxygen transmission
rate varied from 120 to 1500 cm® m™ atm™' day™'. We focused on films with low
OTR only, optimizing the parameters of the experiment to obtain as low OTR as
possible. Dependences of oxygen transmission rate on supplied power and on
composition of reaction mixture (O, content in gas mixture of HMDSO+O0,) are
shown in Fig. 1 and Fig. 2. Both dependences show minima corresponding to the
best barrier properties achieved. Low supplied power does not enable sufficient
ionization and fragmentation of the precursor. On the other hand, too high power
causes excessive fragmentation. Composition of thin films was analyzed by X-
ray photoelectron spectroscopy and infrared spectroscopy. Both techniques
indicate composition similar to SiO,. Because Si-O bonds are required,
destroying these bonds by high power leads to lower SiO, layer formation.
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Infrared spectra (Fig. 3) show decreasing carbon content in the thin film with
increasing O, content in the reaction mixture. This also corresponds to the
decrease of CH fragment concentration in optical emission spectra. All that
means less carbon incorporated in the deposited thin film. The lower the carbon
content is, the better barrier properties can be achieved. However, certain amount
of carbon is needed to maintain elasticity which is vital for deposition on flexible
substrates.

Barrier properties of deposited films depend on surface morphology,
too. The smoother the surface is, the better barrier properties of the thin film are.
Several tests were run to explore the option of cleaning the substrate by argon
and oxygen plasma before the thin film deposition. Argon plasma pre-treatment
decreased OTR of deposited film from 120 cm® m? atm ™' day ' to 80 cm® m >
atm ' day '.Oxygen pre-treatment caused OTR increase to about 160 cm’® m™
atm ™' day'. Oxygen plasma probably grafted reactive species (e.g. radicals of
atomic oxygen, O,, OH) to the surface of the substrate instead of cleaning it.
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Figure 1. Dependence of oxygen transmission rate on O, content in reaction
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4. CONCLUSIONS

Si0,-like thin films were tested for possible application in archaeology
artefacts conservation. Thin films were deposited via low pressure PECVD using
HMDSO as a precursor.

Deposited films have good barrier properties. Best barrier properties
were achieved for 50 W of supplied power and 92 % of O, in reaction mixture
(O,#HMDSO). Oxygen transmission rate of these thin films was approximately
120 em® m™? atm' day'. Argon plasma pre-treatment before the thin film
deposition decreased OTR of the thin film to 80 cm® m™ atm™ day™. Thin films
have very low carbon content determined by infrared spectrometry.

Further research will focus on multi-layer systems as well as on
temperature influence on substrates made of different materials.
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Abstract. A columnar structure of nickel thin film has been obtained using
Glancing Angle Deposition technique. Thickness of the deposited thin film was
370 nm with glass substrate positioned 15 degrees with respect to the nickel vapor
flux. The nickel thin film was characterized by X-ray Photoelectron
Spectroscopy, Scanning Electron Microscopy and Atomic Force Microscopy. It
was found that the thin film consists of 80.8 at.% of nickel. The diameter of the
columns was 43 nm.

1. INTRODUCTION

Glancing Angle Deposition (GLAD) is a technique for the deposition of
columnar nanostructures [1]. Obtained columnar nanostructures are inclined
toward the direction of the incident particle flux and may take a form of slanted
and vertical posts [2,3], helices [4] or zig - zag [5] structures. GLAD technique is
compatible with variety of materials, which increases its combinatorial power [6].
Schematic illustration of the growth of columnar nanostructures is given in Figure
1. The formation of the nucleus from the arriving particle flux is a random
process. Nuclei grow into columns giving rise to the development of the
shadowing.

%&RIICLE FLUX
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S

r SLANTED COLUMNS
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Figure 1. Schematic view of GLAD growth [7].
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The column tilt anglefl) is smaller than the incident particle flux angle
(o) (Figure 1). Its value can be obtained using equation [8]:

L=a- arcsir{l_czosaj Q)

In this work, GLAD method designed and assembled in our laboratory was used
for the deposition of nickel thin film with columnar structure.

2. EXPERIMENTAL

Nickel thin film was deposited using GLAD technique by evaporating
nickel onto glass substrate. The base pressure of the system was“4Pa.10
Emission current was constant and its value was 170 mA. The duration of the
deposition was 1 hour and 30 minutes.

Prior to deposition, glass substrate was cleaned in ethanol solution in
ultra — sonic bath and rinsed with 18.2(Mdeionised water. After that, substrate
was also cleaned by the ozone (NovaScan PSD-UVT) and then attached to
substrate holder in the chamber. After the preparation glass sample was
positioned at the angle of 15 degrees with respect to the nickel vapor flux.

X-ray Photoelectron Spectroscopy (SPECS Systems, PHOIBOS
100/150) was used to determine the chemical composition of the deposited thin
film and the presence of possible contaminants. Concentrations of elements
present in the film were obtained using CASAXPS software. To remove the
surface impurities, as well as in order to perform depth analysis, the sample was
sputtered with argon ions.

Field Emission Scanning Electron Microscope, Mira XMU (TESCAN,
Czech Republic) at 20 kV was used for morphology studies. Prior to the FESEM
analysis, the sample was sputter coated with Au-Pd alloy. Cross sectional SEM
image of the sample was used to determine the thickness of the film.

The obtained nickel thin film was also characterized using Multimode
Quadrex SPM with Nanoscope llle controller (Veeco Instruments, Inc.). In this
work, AFM was operated in the tapping mode. Surface tapography and diameter
of the columns were observed.

3. RESULTSAND DISCUSSION

XPS analysis was performed after 80 sec of sputtering with argon ions
(Figure 2). It was found that the layer consists of 6.0 at.% of oxygen, 13.2 at.%
of carbon and 80.8 at.% of nickel. The presence of carbon is probably due to the
absorption from the ambient atmosphere, since we found the deposited film has a
porous structure.

The cross section image of the sample was obtained by SEM technique
at 20 kV. The columns are densely packed and uniformly tilted with respect to
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the substrate surface as illustrated in Figure 3. It can be noticed the presence of
small particles on the surface of the sample. These particles originate from Au-
Pd alloy coating, which was deposited on the cross sectional sample. In this case,
the conductivity of glass substrate was achieved.
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Figure 2. XPS spectra of the nickel thin film.
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Figure 3. SEM cross section image ofFigure 4. Topographic AFM image of
the nickel thin film. the nickel thin film.

Based on a cross sectional image it can be seen that the thickness of a nickel thin
film is (370 £ 10) nm. The columns are tilted at the anglg f(55 + 3) degrees,
which is in a good agreement with the theoretically obtained valjie=064
degrees.

Figure 4 shows the surface topography of the sample. It can be seen that
the diameter of the columns found to be (43 + 5) nm. Also, surface roughness
value was determined to be (0.74 + 0.04) nm.
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4. CONCLUSION

We have demonstrated that the deposition of nickel thin film with a
columnar structure can be achieved using GLAD technique. It was found that the
thin film consists of 80.8 at.% of nickel, as confirmed by XPS analysis. SEM
cross section image analysis have shown that the thickness of the nickel thin film
is 370 nm. The columns of the thin film are tilted at the angle of approximately
55 degrees with respect to the substrate surface. According to AFM analysis it
was found that the diameter of the colums is 43 nm and the surface roughness
value is 0.74 nm.
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Abstract. Temporary and spatial characteristics of an erosive flame of a graphite
target are determined. The target was irradiated by YAG:Nd " laser impulses with
a wavelength A = 1064 nm and a pulse duration T = 20 ns. The repetition
frequency of laser impulses was 5 Hz. It is shown that irradiation time of a target
surface influence on characteristics of an erosive laser flames. The additional
zone of a luminescence has been defined in space.

1. INTRODUCTION

Diamondlike carbon films differ exclusively high mechanical and
tribological characteristics. One of effective ways of such films formation is the
method of a pulse laser deposition [1]. The pulse laser deposition allows
producing continuous superthin films of various materials and multilayered
structures on their basis, with a wide range of properties [2].

Various factors: parameters of laser radiation, pressure of residual gases
(vacuum), material target parameters, kinetic energy of ions, etc. [3] influence on
film formation process and its properties (type of a crystal structure, the size of
crystals, adhesion, an epitaxy, etc.).

Properties of the deposited films depend on plasma parameters. We can
control properties of deposited films if to monitor spatial and temporary plasma
parameters.

2. EXPERIMENT

The LOTIS-TII pulsed YAG:Nd®" laser with a wavelength A = 1064 nm
and a pulse duration T = 20 ns (full width at half maximum FWHM) was used for
the experiments. The repetition frequency of laser impulses was 5 Hz. Laser
radiation was focused on graphite target, placed in vacuum chamber under
2.6x107 Pa. The target was mounted at a 45° with respect to the laser beam and
was constantly rotated to provide fresh surface for ablation. The laser intensity
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was 5.7x10° W/em®. The laser beam diameter was kept constant (about 2 mm).
Films deposition was carried out at room temperature. Two different types of
carbon targets were used.

CCD array image sensor ICX415AL was used for spatial distribution of
a laser flame luminescence. The measurement of temporary parameters of a
flame luminescence was made with an employment lenses system and the optical
fiber. The determinate zone image of a flame was transferred by optical fiber on
Silicon photomultiplier detectors sensor (SPM 10020). This sensor measured
temporary of a plasma luminescence. The signal from this sensor transferred
Tektronix TDS2022B oscillograph.

3. RESULTS

The structure of a graphite target is a parameter, which influence on a
plasma flame formation, and on deposited films properties.

The target N1 was made from highly oriented pyrolytic graphite
(HOPG). This graphite has high density close to a theoretical limit 2.25 g/sm3,
and has diffraction of x-ray beams close to monocrystal natural graphite.
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Figure 1. Temporary plasma luminescence near a surface of a graphite target
(distance 0.5 mm): 1 — laser impulse; 2 — plasma luminescence.

The target N2 was made from pure fine-grained synthetic graphite
(MG1). This type of graphite is isotropic. Average density of this material is
about 1.65 g/sm3. The porosity of graphite MG1 is 25+26 %. The porous
graphite can contain significant amount of physically and chemically adsorbed
gas impurity. The target was exposed additional annealed in vacuum ~10-2 Pa at
2273K during 2 hours to purify from gas. The influence of high temperature
vacuum annealing on the content of hydrogen in graphite targets was estimated
by secondary ions mass spectrometer (SIMS) on radicals CH and CH2
emissions. The SIMS have shown the content of the hydrogen impurity in initial
graphite MG1 is about 4 at.%. After vacuum annealing the CH- and CH2-
radicals emissions decreases in 25+30 times.

The irradiation of the laser single impulse on a graphite target begins to
the plasma luminescence at its surface. Its duration is~ 3.0 us (figure 1).
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It was measured a spatial luminescence of a laser flame. Experiments showed
that spatial dimensions of plasma is ~ 8§ mm at distance of 5 mm from a target
surface (figure 2).

It also was experimentally revealed that at distance ~ 3.8 cm are the
area consisting of graphite particles (figure 2, area 2). It is well visible if before a
lens of the CCD sensor to locate the IR7 filter (figure 3). This filter allows
reducing a plasma luminescence (from 300 nm up to 900 nm). It also is visible
that these graphite particles are and near a laser target surface (figure 3, area 1).

.

lem lecm

Figure 2. Spatial plasma luminescence Figure 3. Spatial plasma luminescence
near a surface of a graphite target near a surface of a graphite target
(distance 0.5 mm). (distance 0.5 mm) with the IR7 filter.

The measurement of temporary characteristics of this flame
luminescence at distance of 3.8 cm confirms the presented area (figure 4). Using
temporary characteristics erosive plasma flame it is possible to calculate the
speed of plasma spread, and carbon particles. These sizes are ~ 100 km/s and
~ 7 km/s respectively.
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Figure 1. Temporary plasma luminescence at distance 3.8 cm from a surface of a

graphite target.

The destruction of the pyrolitic graphite target of with repetition frequency of
laser impulses 5 Hz (figure 5) depends on the total irradiated time a happens as
follows. Graphite particles eject out from a target surface substantially until 1
minute (figure 5 a). In the 2 minutes, the quantity of particles decreases (figure 5
b). In the 10 minutes of a particle practically are absent (figure 5 ¢). The MG1
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graphite destruction happens similarly. Graphite particles eject out from a target
surface in the 5 minutes decreases, but does not stop that is connected with
porous structure of graphite despite its annealing in vacuum (figure 5 d).

4. CONCLUSIONS

Experiments showed that deposition of diamondlike films with the
contents more than 50% of sp’- bonds should be carried out in the 5 minutes
after the beginning of the irradiation of a graphite target surface. The additional
zone of a luminescence is determined at distance 3.8 cm from target surface.
This zone can be explained by a formation of the carbon chains with the bond
energy release.

The speeds of plasma spread of destruction products in an erosive laser
flame are experimentally determined. The spread speed of carbon plasma is ~
100km/s, graphite particles ~ 7km/s.

a b

HOPG less 1 minute HOPG in the 2 minute
C d
N .
HOPG in the 5 minute MGT1 in the 10 minute

Figure 5. Spatial plasma luminescence of the laser erosion flame versus total
time irradiated target for different type graphite.
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Abstract. Time-resolved optical emission spectroscopy is used to characterize
nanosecond-pulsed discharges in water. Two aluminium electrodes, in a pin-to-
pin configuration, serve as source material to produce nanoparticles. At the
beginning of the spark, a strong background emission dominates the visible
spectrum. Al I and Al II lines appear 200 ns after breakdown, exactly when the
current stops. O I lines, observed 50 ns later, are followed after 150 ns by the
emissions of Ho and the blue-green system of AlO. Some very specific features
characterize all the optical transitions. Correlated with TEM observations of
nanoparticles, optical measurements show that the two existing types of
nanoparticles are made by different mechanisms involving two different gaseous
precursors.

1. INTRODUCTION

High-yield production of nanoparticles with controlled size distributions
is a major stake in many potential scopes of application. For instance, producing
high amounts of silicon nanocrystals with narrow distributions centred on ~5-10
nm could favour their widespread utilization in such diverse application areas as
optoelectronics, solid-state lighting or fluorescent agents for biological
applications [1].

Discharges in liquids are characterized by high production yields [2, 3]
but they are difficult to control [4] because of their stochastic behaviour. The
advent of nanosecond-pulsed discharges made it possible to have breakdown on
demand with a high reproducibility level. Thus, it is possible to resort to time-
resolved optical emission spectroscopy (OES) to better understand how
nanoparticles are synthesized during the spark discharge. In this work, we
investigate by OES discharges in water between aluminium electrodes in pin-to-
pin configuration and correlate the as-performed measurements to the different
types of nanoparticles dispersed in the liquid.
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2. EXPERIMENTAL SETUP

The experimental set-up is described in detail elsewhere [4]. Briefly,

aluminium rods were used as electrodes (diameter: 2.0 mm; 100 um in curvature
radius at apex). The distance between electrodes was 100 £ 10 pm. A high DC
voltage power supply (Technix SR15-R-1200 — 15 kV — 80 mA) fed a high
voltage solid-state switch (Behlke HTS-301-03-GSM) that delivered a maximum
current of 2x30 A under a voltage up to 2x30 kV. Pulsed High Voltage (PHV),
+15 kV, was controlled by a low-frequency signal generator (Thurlby Thandar
Instruments (400 MHz) TGA 1242 Arbitrary/Function Generator) and applied to
the power electrode, the second electrode being grounded. One pulse is
characterized by its on-time (200 ns). The operating frequency of the PHV was 3
Hz typically.
Optical emission spectroscopy was performed with a 550 mm focal length
monochromator (Jobin-Yvon TRIAX 550) equipped with a 100 gr mm™" grating
for overall spectra in the [250-900 nm] visible range and strongly broadened
lines like Ho,, and a 1800 gr mm™' grating for recording of specific transitions
requiring high spectral resolution. Both of them were coupled with an HORIBA
Jobin-Yvon i-Spectrum Two iCCD detector. Each measurement is averaged over
20 spectra recorded in boxcar mode with an exposure time of 50 ns.

3. RESULTS AND DISCUSSION

In Table 1, the emission lines observed until 1600 ns after breakdown
are listed. These lines were modelled as follows. We used the data by
Descoeudres et al. [5] inspired from the data by Gigoso and Cardenoso [6] to
describe the Ho line. For self-absorbed aluminium lines, we used the model of
Sakka et al. [7]. It is based on the description of the optical paths of the collected
light where the emitting and absorbing atoms are continuously distributed in the
plasma region. Effects of position-dependent Stark shift and Stark broadening
due to the spatially distributed plasma electrons are thus taken into account. The
most intense AlO transitions of the blue-green system of AlO (i.e. Av=-1, 0 and
+1 bands) were fitted to access rotational temperatures. O I and Al II lines were
not exploited.

The electron density determined either from Hoo broadening, Ho shift in
wavelength or by self-absorption of Al I lines give similar trends. It is about 10"
cm ™ and decays down to 10'® cm™ after ~1 ps typically. Stark broadening is the
main broadening source for every lines. No HP line is found, because of the
lowering of the ionization energy caused by high pressure levels (~100 bars
typically). Rovibrational fits of AlO bands are satisfactory but far from being
accurate anyway. They give comparable trends where the rotational temperature
evolves typically from 6000 K to 3000 K from 1 ps to 1.6 ps (unrealistic higher
values are predicted between 0.8 and 1 us, likely because of the weakness of
these lines, hardly emerging from the background emission).
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Table 1. Main emission lines observed between 0 and 1600 ns. Theoretical
positions are given in column 2. w, m, s, vs stand for weak, medium, strong and
very strong (used to qualify the lines maximal intensity). Examples of transitions
(in black) with the modelled profiles (in red) are provided.

Transition Wavelength (nm) Examples of transition
AlT (3573p-('S)nd) 256.80 ; 257.51"
AlT (3573p-25755) 265.25" ; 266.04"
1.0
Al T (3s%3p-25"3d) 308.22";309.27" ; 0] 00-800ms
309.28" 0.6 )
2 2 'S 0.4
Al (35%5d-25%4d) 308.70 02
2 2 VS . 'S F ™
AlLT (3s%3p-2s%4s) 394.40™ ; 396.15 00857360 395 200 40-
AL I (353p-3s4s) 281.62™
AL I (353d-354/) 358.66™ ; 358.75™
2+ 2o+ o W
AIO(B*T'-X’T") Av==2  533.70 0 14501550 ns
AlIO(B*T-X’T") Av=—1 507.94" 038
0.6
AIO(B’Z'-X’L) Av=0  484.22" 0.4
AIO(B’T X’ Av=+1 464.81" 83
AIOBE-X’S) Av=t2  447.04" 465 468 471 474
Hao 656.28° 1.0
0.8
O 1(2p*3s-2p3p) 777.19-777.41-777.54° o
01 (2p%3s-2p3p) 844.62°-844.64°-844.68° 04
0.2
0.014

640 660 680 700

One of the most striking features of these lines is their time evolutions.
They are reproduced in figure 1. The emission of the background light, produced
by electron-ion recombination mainly, but also by bremsstrahlung in the near-
infrared region, dominates until the end of the plasma, ca. 220 ns (determined
from unreported electrical characteristics). Next, atomic lines (Al I, Al II and O
I, 50 ns later) appear. The Ho line is only visible 150 ns after O I emission. It is
very interesting to see that this transition appears together with rovibrational
bands of the AlO blue-green system.

This shift is likely due to pressure exerted by the plasma towards the
liquid. This phenomenon was nicely analysed by Sano et al. [8]. It is based on
the existence of a gas film, likely made of H,O, in the gas phase zone adjacent to
the gas—liquid interface. According to these authors, “even if the thickness of this
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H,O gas film is thin in normal gravity, the existence of this film should play an
important role to determine the product structures. This is because the H,O gas
film may block the reaction of carbon vapor with the liquid H,O at the gas—liquid
interface. This blocking effect brings about an inhibiting effect for the formation
of the products which can be expected from the reaction at the gas—liquid
interface.” So, we can assume that a large part of the available aluminium atoms
produced by electrode erosion cannot be oxidized because of this blocking effect
at the beginning of the spark, but only after about 450 ns in our conditions.

e AlO (Av=0) (@ 484 nm o Al @ 360nm
©  Ho @ 656 nm s Al@ 309 nm
e O@ 777 nm
e background intensity
[0}
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Figure 1. Time evolution of selected transitions.

REFERENCES

[1T L. Mangolini, E. Thimsen and U. Kortshagen, Nano Lett. 5, 655 (2005).

[2] N. Sano, H. Wang, I. Alexandrou, M. Chhowalla, K. B. K Teo, G. A. J.
Amaratunga and K. J. Ilimura, Appl. Phys. 92, 2783 (2002).

[3] C.H. Lo, T. T. Tsung, L. C. Chen, C. H. Su and H. M. Lin, J. Nanopart.
Res. 7, 313 (2005).

[4] A. Hamdan, C. Noél, J. Ghanbaja, S. Migot-Choux and T. Belmonte,
Mater. Chem. Phys. 142, 199 (2013).

[5] A. Descoeudres, C. Hollenstein, R. Demellayer and G. Wilder, J. Mater.
Process. Technol. 149, 184 (2004).

[6] M. A. Gigosos and V. Cardenoso, J. Phys. B: At. Mol. Opt. Phys. 29, 4795
(1996).

[7] T. Sakka, T. Nakajima and Y. H. Ogata, J. Appl. Phys. 92, 2296 (2002).

[8] N. Sano, O. Kawanami, T. Charinpanitkul and W. Tanthapanichakoon Thin
Solid Films 516, 6694 (2008)

233



27th SPIG Particle and Laser Beam Interaction with Solids

APPLICATION OF PULSE-PERIODIC PLASMA
FLOWS FOR HARDENING OF STEEL SURFACE

A. Chumakov', I. Nikonchuk', O. Kuznechik®

'B.I. Stepanov Institute of Physics of the NASB,
68 Nezavisimosti Ave., Minsk, 220072 Belarus,
e-mail: chumakov@imaph.bas-net.by
’Powder Metallurgy Institute,

41 Platonova Str., Minsk, 220072 Belarus

Abstract. The pulsed-plasma device generating air plasma flows with a frequency
of 10 Hz, velocity of 4 km/s and temperature of 12 000 K, used for modification
of steel surface at atmospheric pressure. The device is based on the formation of
high-energy pulsed-periodic plasma flows in stationary plasma channel with a
temperature of 2000-4000 K. Treatment of structural steel (0.42% C, 0.5% Mn,
0.25% Cr) by pulse-periodic plasma flows with a frequency of 2 Hz provided a
threefold increase of the microhardness with depth of the modified layer over
300 pm.

1. INTRODUCTION

Increasing the wear resistance of instruments by surface hardening of
their materials and coatings is an important problem of mechanical engineering.
This problem can be solved using the method of the pulse-plasma treatment in
air at atmospheric pressure, which is implemented [1] with the aid of the devices
including a facility for preparing and feeding the gas mixture, detonation and
acceleration chambers, and pulse high-voltage power supply and control. The
main shortcomings of existing equipment are high level of acoustic noise and
complexity of the preparation and maintenance of plasma-forming medium. Our
purpose was to create a pulsed-plasma device for surface modification of metals
at atmospheric pressure air devoid of these shortcomings.

2. PULSE-PLASMA DEVICE AND DIAGNOSTIC
EQUIPMENT

Created pulse-plasma device uses air as plasma-forming substance
(Fig. 1) [2]. The construction of pulse-plasma device has such structural
elements as source of constant-acting air plasma 1, high-voltage power supply
and control unit 2, and accelerating chamber 3 whose structural features are an
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evolutional continuation of pulse-periodic plasmatron [3]. Air plasma
continuously fed through the plasmatron 1.1 in the working area of the ionizer
3.1 (Fig. 1). High-voltage discharge in the air plasma is creating when power
supply and control unit 2 gives a high voltage pulse on accelerator 3.2. The
special construction of the accelerator provides heating and accelerating of the
plasma, which treats the surface of the target 4. The temperature generated by
the air plasma flows at the output of the accelerator chamber reaches ~ 10* K,
pressure reaches 60 bar, plasma velocity 1+4 km/s, and the frequency of
repetition of plasma flows in the range 0.1-10 Hz [2].

4

1 — source of the constantly acting air plasma: 1.1 — plasmatron, 1.2 — facility
for feeding a plasma-forming gas and electric current; 2 — high-voltage power
supply and control unit; 3 — accelerating chamber: 3.1 — ionizer, 3.2 —
accelerator; 4 — treated surface

Figure 1. Scheme of the pulsed-plasma device.

The hardware-diagnostic complex to study the features of plasma
formation and determine its characteristics consists of a calibrated high-speed
photodetectors, pulse pressure sensors, double-channel spectrometer
SL40-2-2048USB (SOLAR TII, Ltd, Belarus), optical pyrometer based on
CCD SONY I415AL (B.I. Stepanov Institute of Physics of the NASB, Belarus),
digital oscillograph Bordo-424 (BSU, Belarus).

3. RESULTS AND ANALYSIS

Measurement of the radiation intensity of high-energy plasma flow
(Fig. 2a) showed a pulsed nature of the brightness temperature changes. The
pulse duration of the plasma radiation corresponded to duration of current pulses
of high voltage discharge (Fig. 2b). Every current discharge was accompanied by
a generation of four plasmoid with the time interval T ~ 200 us. Amplitude of
plasma light flux pulsation decreases from the third pulse. Such dependence is
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due to the fact that the electric current and the magnetic field in the accelerator
reach their peak in the first half period of high-voltage discharge (Fig. 3b).
During this time period, the maximum luminous flux of plasma is reached

(Fig. 3a).
10 -
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Figure 2. Oscillograms of luminous flux of plasma (a) and discharge current in
the accelerator chamber (b, sensitivity of the current sensor is 4.58 kA/V).

Performed measurements of the brightness temperature of plasma
flows suggest that its maximum values reach 1.5-10* K.

Pressure measurements of repetitively pulsed plasma flows were
performed using piezoelectric sensor of pulse pressure. The results of pressure
measurements in air pulse plasma jet shown in Fig. 2.
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(a) near the accelerator chamber (b) at distance 15.5 cm from the

accelerator chamber
Figure 3. Oscillograms of plasma stream pressure at different distance from the
accelerator chamber (sensitivity of the pressure sensor is 8.4 bar/V).

Maximum pressure of plasma flows reach values of 60 bar. Waveform
analysis showed that the pressure pulsations in the pulsed plasma jet correlate
with the brightness of its glow only at a distance from the accelerator chamber.
Should be noted that the work of the pulse-plasma source is accompanied with a

relatively low noise level (it does not exceed 80-110 dB at a distance of 1 m).
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Treatment of structural steel (0.42% C, 0.5% Mn, 0.25% Cr) was
performed in air by pulse-periodic plasma flows with a frequency of 2 Hz. The
microhardness of surface layers was determined using the instrument MPT-3.
Analysis of the results showed that the interaction of pulsed plasma flows with
the surface of tool steel causes the formation hardening structures. The results of
microhardness measurements are shown in Fig. 4. The microhardness of the
initial samples is about 2 GPa. After the impact of the air plasma flows on steel
samples the microhardness increases to the values 6 GPa (Fig. 4), gradually
decreasing during the deepening of 1000 pm almost to baseline values (2 GPa).
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Figure 4. Microhardness distribution in the surface layer (initial sample (1) and
sample after pulse-plasma treatment (2)).

4. CONCLUSIONS

Presented pulsed-plasma device provide the generation of pulsed air
plasma flows characterized by frequency 0.1+10 Hz, pressure 5.0+6.5 MPa,
temperature up to 1000012000 K, velocity up to 1+4 km/s and maximum level
of acoustic noise up to 110 dB (duration of noise does not exceed about 1+2 ms).

Pulsed-plasma device that generates air plasma can be used for the
surface treatment of materials and coatings of tools and machine parts, allowing
the hardening in the open air.
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Abstract. Calibration of pulse pressure sensors by a spherical shock wave
generated by near-surface laser plasma in the air is proposed. The method is based
on the analytical description of dynamics of the laser-initiated shock wave.

1. INTRODUCTION

A number of methods are used for calibrations of pressure sensors in
the laboratory practice [1-4]. The common important drawback of these
calibration methods is the poor efficiency.

This work demonstrates that it is possible to apply the Sadowski
formula, obtained for the mass chemical blast, for describing the shock wave
attenuation of the pulse near-surface laser air breakdown. Based on the such
description of dynamics of the laser-initiated shock wave (SW), the new pressure
sensor calibration method is proposed and experimentally substantiated [5].

2. EXPERIMENTAL

The measurement geometry during the calibration of a single sensor is
shown in Fig. 1. Calibrated sensor 9, electrically connected to oscilloscope 10, is
placed at the given distance R from optical breakdown region 7. The distance R
should be at least an order of magnitude longer than the radius of the entrance
window of the sensor. In this case, the distances from the edge and from the
center of the entrance window of the sensor to the center of the breakdown differ
by less than 0.5%. In these conditions, the curvature of the spherical SW front
does not influence the sensor readings.

The breakdown can be carried out near the solid-state target surface. In
this case the laser radiation power density q > 10° W/em® is sufficient for the
near-surface breakdown, allowing one to vary the initiating laser pulse energy
within wide limits. In these conditions the acting laser radiation is completely
absorbed on the target surface in the laser plasma, and the SW time formation
(~1077 s) exceeds the laser pulse duration. Such optical breakdown is similar to a
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blast, and the SW becomes spherical at a distance from the breakdown place that
exceeds the size of the focus region by an order of magnitude. In this form, it
reaches the sensitive element of calibrated sensor 9. As a result of the SW action,
calibrated sensor 9 generates an electric signal, the shape of which is
unambiguously connected to the time profile of the shock peak.

3 5
1
1 6
2 p T8
1 i
10 9

Figure 1. Measurement geometry: 1 — laser; 2,3 - beam splitters; 4 - laser-pulse
energy meter; 5 — photodetector; 6 — lens; 7 — optical breakdown region; 8 —
target; 9 — calibrated sensor; 10 - oscilloscope.

The corresponding oscillogram is recorded by oscilloscope /0. Based
on this oscillogram, one can determine the amplitude of signal AUy,
unambiguously related to the pressure amplitude AP; of the transmitted shock
peak. The sought calibration coefficient is determined by the ratio:

K=—2L, (1

The value AP; can be obtained by the calculation method or determined
using the earlier calibrated pulse pressure sensor.

4. RESULTS AND DISCUSSION

The SW amplitude at a specified distance from the breakdown place
was obtained by numerically calculating the laser blast in a spherically
symmetrical arrangement [6] and can be used for calibration of pulse pressure
sensors. But it is more preferable to perform analytical calculations of the SW,
based, e.g., on the Sadowski formula [7]. The Sadowski formula well describes
the spherical SW attenuation, which is caused by a chemical blast. It was
obtained for a spherical blast of trinitrotoluene (TNT) in air. For other explosive
materials there is the special procedure for recalculating coefficients of the
Sadowski formula [8]. The analysis of the experimental data [6] gives grounds to
assume that the Sadowski formula is also applicable to a laser blast. Applying
the above coefficient recalculation procedure for laser blast conditions, the
Sadowski formula can be written in the following form suitable for the analysis:
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E E2/3 E1/3
AP, =A—+B—+C , 2
TR R’ R @

where AP¢, bar, is the pressure drop; E, is the blast energy; R, cm, is the SW
radius; and A, B, and C are the coefficients equal to:

A=1.699; B=1.0572; C=0.5307 3)

The experimental check of applicability of formula (2) with coefficients
(3) was fulfilled using a pulse Nd:YAG laser in the Q-switching mode (E; = 75
mJ, A =1.064 pm, and T = 20 ns). The comparison of the obtained experimental
data and those calculated from formula (2) with coefficients (3) showed the
noticeable excess of the calculated values AP; over the experimental data.

Only modified coefficients A, B, and C gave the quantitative agreement
between formula (2) and experimental data. The following values were obtained
for these coefficients by the least-squares method:

A=0.7143; B=0.9604; C=0.3595 4)

With these coefficient values, formula (2) approximates the experimental data
with an error that does not exceed 6%.

The shock wave in the air was initiated by the near-surface optical
breakdown, obtained using the neodymium laser in the Q-switching mode (the
pulse energy E, = 1.37 J, T =75 ns, the radiation was focused by lens with a focal
distance of 100 mm on the end wall of a brass rod into a 2.5-mm-diameter spot).
At the distances from 1 to 80 cm from the breakdown region, pressure
amplitudes of shock waves were measured with the calibrated sensor. At the
same points, pressure amplitudes (in bars) were calculated from formula (2) with
modified coefficients (4). For a point, 60 cm from the breakdown region, the
calibration coefficient K = 0.137 bar/V was obtained. The calibrated readings of
the sensor were calculated by the formula (1).

Nep. | Rem | U,V AP, bar | AP, bar A, %
1 5 0.94 0.129 0.134 3.9

2 0518 0.071 0.0703 -0.98
3 10 0.396 0.0543 0.0528 2.8

4 20 0.179 0.0245 0.023 6.1

5 40 0.081 0.0111 0.0107 3.6

6 60 0.0505 | 0.00692 0.00692 0.0

7 70 0.0398 | 0.00545 0.00595 9.2

8 80 0.0359 | 0.00492 0.00518 53

The above table lists initial values AU; and calibrated readings of the
sensor APy, the calculation results of AP; by the formula (2), and their difference.
It is clear from the table that the calibrated readings of the sensor are in good
agreement with the values calculated from formula (2) with modified coefficients
(4) for distances >5 cm. The deviation maximum was 9.2%. This indicates that
the Sadowski formula with coefficients (4) describes the pressure amplitude of
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the pulse laser breakdown with the accuracy sufficient for practical applications,
if the energy of the laser pulse varies from 7.5 x 10 to 1.37 J and its duration
changes from 20 to 75 ns. The measurement and calculation results of the
pressure amplitude of the laser air breakdown as functions of the SW distance
from the breakdown place are shown in Fig. 2. The differences in sensor
readings at R < 5 c¢cm are due to comparability of sizes of the sensor receiving
window and the radius of SW curvature near the breakdown region.

AF, bay

te R, R0
1 10 100

Figure 2. Dependences of experimentally measured and calculated SW
amplitude values on its radius: (/) SW amplitude, measured by the sensor,
calibrated by the proposed method; (2) calculation results by formula (2) with
modified coefficients (4); and (3) calculation results by formula (2) with initial
coefficients (3).

4. CONCLUSIONS

Calibration of pressure sensor by spherical shock wave initiated at laser
near-surface air breakdown does not require the usage of standard, pre-calibrated
sensors, and in this sense it is standardless method.
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LASER IRRADIATION OF NANOPARTICLES FOR
MODIFICATION OF THEIR PHYSICAL AND
CHEMICAL PROPERTIES

V.S.Burakovl, N.N.Tarasenkal, D.A. Kotsikauz, V.V.Pankovz, N.V.Tarasenko'

'B. I. Stepanov Institute of Physics, National Academy of Sciences of Belarus,
68 Nezalezhnasti Ave., 220072 Minsk, Belarus
’Chemical department, Belarusian State University, Nezalezhnasti Ave. 4,
220002 Minsk, Belarus

Abstract. Laser irradiation has been applied for modification of the morphology,
change of the inner structure and synthesis of compound nanoparticles through
the photoinduced processes of heating, fragmentation, phase transitions and
chemical interactions. The temperature control of the laser heated particles has
been shown to be achieved based on the measurement and analysis of the emitted
blackbody-like radiation from the hot nanoparticles.

1. INTRODUCTION

Last decades laser-induced modification of nanoparticles (NPs) has
received much attention for targeted changes of their properties. In particular,
laser irradiation of NPs can result in a change of their morphology through the
fragmentation and aggregation processes, can lead to the defects removal and
crystallinity improvement, as well as to the phase transitions, that change a
composition and inner structure of the particles. The result of the laser irradiation
depends on the exposure conditions (laser fluence, laser pulse duration, exposure
time, etc.) and kinetics of the relaxation processes in the surrounding medium.
Because of the selectivity of the light absorption by particles, the efficiency of
laser excitation is expected to be dependent on the laser wavelength.

It should be noted that the result of laser modification of NPs is mostly
determined by the temperature that is reached during the irradiation. Exact
knowledge of the particle temperature during pulsed laser irradiation is important
for the correct interpretation of observed phenomena. Therefore it is important to
develop a method of the particles temperature control during laser irradiation. It is
possible to determine the temperature of the heated nanoparticles based on the
analysis of the emission spectra of the heated particles [1].

In the present work laser induced modification of metal (Au, Ag, Cu),
oxide (ZnO, (a,y-Fe,O;, Fe;0,)) and mixtures of gadolinium, silicon and
germanium NPs produced by laser ablation in liquid has been studied with control
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of the temperature of laser heated particles by means of analysis of the emitted
blackbody-like radiation from the hot NPs.

2. EXPERIMENTAL

The initial colloids were prepared by laser ablation in ethanol or water.
The colloids were subjected to laser irradiation with the second harmonic of the
Nd: YAG laser (wavelength 532 nm, pulse duration 10 ns) with fluence of 230
and 400 mJ/cm’.

The emission of the heated particles was displayed by a lens (F = 61
mm) in 1:1 scale on the entrance slit of the polychromator with the diffraction
grating with 600 lines/mm, 1:4.9 aperture and focal length of 380 mm. For the
detection of radiation a gateable CCD detector (1024 x 256 pixels) was used. In
order to reduce the noise introduced by the radiation fluctuations the signal was
averaged for 10 laser pulses. For the calibration of the optical detection system a
tungsten strip calibration lamp was used. To determine the temperature of the
nanoparticles based on their thermal radiation, the calibrated spectra were fitted
by a Planck curve, taking into account the emissivity function of NPs and that
the CCD detector counts the photon numbers.

3. RESULTS AND DISCUSSION

1.1 Temperature determination of laser irradiated colloidal nanoparticles

It has been demonstrated that the detection of black body radiation can be
used for fast non-contact measurements of particle temperature. It is known that
thermal emission of the black body is described by the Planck’s law:

hc? 1
P T— e))
T _ |

1

e
where / denotes the photon number in the (4, A+A4%) spectral region, 4 is the
wavelength, T is the absolute temperature, c is the speed of light, % is the Planck
constant, kp — is the Boltzmann constant.
Taking into account the emissivity of NPs & (W/cm®) (for small NPs with the
diameter less than the wavelength of the emitted light) the expression (1) can be
written as:

1 hc
o< &(r,A)—exp| — @)
y; Jk,T
According to the Mie theory, the emissivity of the small nanoparticle is [2]:
2 f—
= Sl p M =1 3)
A m-+2
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where N, is the refraction index of the surrounding medium, m = N,/N,,
where N, is the refraction index of the particle material and r is the particle
diameter.

By fitting the measured and then corrected emission spectrum of the NPs by
the theoretical curves (2) it was possible to estimate the temperature of the
particles in solution excited by the laser pulses.

For instance, analysis of the emission spectrum of gold nanoparticles
prepared by laser ablation in ethanol and additionally irradiated by the second
harmonic of the YAG:Nd*" laser allowed to conclude that at the laser fluence of
0.4 J/em® the particles are heated up to 1700 K that exceeds the melting point of
gold (1337.6 K). Consequently, laser irradiation can cause changes in both size
and shape of the particles.

1.2 Laser-induced modification of NPs morphology

The properties of the NPs were found to be sensitive to the additional
laser irradiation. For instance, plasmon peak position of as-prepared gold NPs
was around 542 nm indicating formation of particles with dimensions of 60 nm.
The blue shift of the SPR maximum in the absorption spectra and narrowing of
the red tail of the plasmon resonance band after 532 nm irradiation can be
attributed to the depletion of the particle aggregates and fragmentation of parent
NPs into smaller ones by the additional laser irradiation. These spectra findings
are in agreement with TEM data and results of particle temperature
determination (Fig.1).
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Figure 1. Temporal variation of the absorption spectra of gold NPs in water
during irradiation with the nanosecond 532 nm laser and TEM images of the as-
prepared Au NPs (top) and after the 150 s irradiation with the 80 mJ 532 nm
laser beam (bottom).

TEM images show that the initial nanoparticles were loosely
agglomerated, some presented as chains of small clusters. Laser irradiation by
the 532 nm laser beam resulted in formation of well-separated near-spherical
particles with an average diameter of 30 nm and the narrower size distribution.
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1.3 Synthesis of compound NPs

Laser irradiation of the mixture of colloids formed after the sequential
ablation of silicon, gadolinium and germanium targets in ethanol was shown to
be suitable for a formation of gadolinium silicides and germano-silicides
compound nanoparticles. Higher purity GdsSi,Ge, sample with improved
crystallinity was achieved by additional laser treatment of as-prepared colloids.
Magnetization was found to increase after laser irradiation of samples due to
ordering in the grain structure and the magnetic moments at the surface.

1.4 Doping of NPs

For a synthesis of doped ZnO NPs we used two step process which
involved a sequential ablation of Zn and Ag targets in the 0.01M ammonium
nitrate solution followed by the additional laser irradiation of the formed colloid
with the second harmonic of the Nd:YAG laser (532 nm, 90 mJ).

The analysis of SAED patterns of the as-prepared sample showed that it
is composed of the ZnO NPs in zincite structure and of cubic Ag. Laser
irradiation of NPs results in the distortion of the lattice and disappearing of Ag
reflections that may be the consequence of doping of ZnO or alloying of Ag and
Zn NPs.

1.4 Laser induced phase-structure changes in iron oxide NPs

Laser irradiation of the colloidal and powder iron oxide NPs resulted in
the ordering of crystal structure and partial removal of adsorbed and structural
hydroxyl groups from the particle surface. The morphology of NPs changed from
the irregularly shaped particles to spherical ones with diameters close to the
initial particle sizes (50-90 nm). Besides, a fraction of small NPs with sizes in
the range of 5-8 nm has been observed after laser modification. It was found that
laser heating of a-Fe,O; phase in non-equilibrium conditions resulted in the
formation of spinel phases of iron oxide (y-Fe,O;, Fe;O4) while single-phase -
Fe,0; sample undergoes a partial thermo stimulated phase transition to the
thermodynamically stable a-Fe,O; phase.
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PLASMA MEDICINE: FUNDAMENTALSAND
APPLICATIONS

Alexander Fridman

Drexel University, Drexel Plasma Institute, Philadelphia, USA

General principles of applications of non-therma plasmas for medicine are
discussed in the presentation, including physical and bio-chemical mechanisms of
non-thermal plasma interaction with living tissues, plasma assisted sterilization,
blood coagulation, and healing different diseases. Physics and engineering of
different discharges used in plasma medicine is considered. Both in-vitro and in-
vivo plasma-medical experiments are discussed. From al variety of modern
plasma-medical applications, this presentation is focused mostly on plasma-
assisted treatment of wounds, on plasma-stimulated tissue regeneration, plasma
treatment of cancer and cardio-vascular diseases.

Technological developments have resulted recently in many important medical
advances. Such medical technologies include applications of ionizing radiation,
lasers, ultrasound, magnetism and others. Plasma technology is a relative
newcomer to the field of medicine. Experimental work conducted at several major
universities, research centers and hospitals around the world over the recent
decade demonstrates that non-thermal plasma can provide breakthrough solutions
of challenging medical problems. The non-thermal plasma.is clearly a promising
new tool to be provided to medica doctors for solving medical problems
previously unsolved.

Between different non-thermal discharges applied today in plasma medicine, this
presentation is focused on physics and engineering of the different modifications
of the floating-electrode nanosecond and microsecond-pulsed dielectric barrier
discharges FE-DBD, as well as different modifications of plasma jets.
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MODELLING OF PHYSICAL AND CHEMICAL
PROCESSESIN COLD ATMOSPHERIC
PRESSURE PLASMA JETS

G.V. Naidis

Joint Institute for High Temperatures RAS, 125412 Moscow, Russia

Non-thermal (cold) atmospheric-pressure plasmas have attracted a lot of attention
in the past decade due to new biomedical and chemical applications. Among
various sources of cold plasma, atmospheric-pressure plasma jets formed by
pulsed discharges in flows of noble gases (pure or with molecular admixtures)
and emerged into ambient air are a topic of great interest. It has been revealed that
at pulse repetition frequencies in kilohertz range plasma jets are composed of
bullet-like plasma volumes travelling with high velocities. Numerous experiments
and simulations have demonstrated that the plasma bullets are ionization waves —
streamers propagating along plasma jets. Chemically active species (excited
atoms and molecules, radicals, charged species) are produced, by streamers, not
only in discharge regions close to electrodes but along the whole jets. Due to this
property, the plasma jets operating in the plasma bullet mode are capable to
deliver fluxes of various active species, including those with short lifetimes,
directly to treated objects. Knowledge of composition of active species generated
in plasma is of crucial importance for applications. Available experimental
information on gas composition in kilohertz range plasma jets is rather scarce, so
that elaboration of computational approaches is of great interest.

In the talk, a review of observed properties of plasma jets will be given. Results
of numerical simulations of the dynamics and structure of streamers propagating
along plasma jets will be presented. An approach used for evaluation of chemical
composition of plasma generated by repetitive streamers in plasma jets will be
discussed, and evaluated densities of produced active species will be given. The
calculated results will be compared with available experimental data.
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APPLICATION OF LOW TEMPERATURE
PLASMAS FOR RESTORATION/CONSERVATION
OF ARCHAEOLOGICAL OBJECTS

Frantisek Krcma, Vera Mazankova, Lucie Radkova, Petra Fojtikova, Vera
Saavska, Lenka Hlochova, Michal Vasicek, Zdenka Kozakova, Radek Prikryl,
Michal Prochazka, Lucie Blahova, Jakub Horak, Drahomira Janova

Brno University of Technology, Faculty of Chemistry, Purkynova 118, 612 00
Brno, Czech Republic

The plasma chemical treatment of archaeological artifacts by RF hydrogen low
pressure plasma is applied in practice since mid 80’s [1]. The corrosions as well
as their removal are a very complex problem. The application of low pressure
plasmas can be much more effective in contrary to the classical conservation
procedures, but the mechanism of corrosion removal induced by plasma is not
fully understood yet, and optimal conditions are not known well. As each
archaeological object is original with its unique composition of corrosion layers
as well as corrosion history, it is necessary to study influence of processes and
discharge conditions on corrosion removal using the model corroded samples.
Various plasma conditions are applied based on low pressure RF hydrogen-argon
plasma. The conditions are optimized for selected most frequent materials of
original metallic archaeological objects (iron, bronze, copper, and brass).
Application of this low pressure plasma on glass and ceramic objects is nearly
impossible due to induced high temperature stress. Very recently, we developed
a new plasma jet generated in liquids. The first results of its application on
selected non-metallic materials are presented here, too.

The last plasma application in the conservation field is deposition of thin layers
protecting the objects from secondary corrosion. Organosilicone and parylene
thin films are applied. The deposition conditions and thin films characteristics
are discussed separately [2].
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LIQUID-PHASE REACTIONSINDUCED BY
ATMOSPHERIC PRESSURE GLOW DISCHARGE
WITH LIQUID ELECTRODE

Fumiyoshi Tochikubo, Naoki Shirai and Satoshi Uchida
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There are many kinds of nonthernal plasmas in contact with liquid. DC
atmospheric pressure glow discharge (APGD) with liquid electrode is an easy
method to obtain ssimple and stable plasma-liquid interface[1]. When we focus
attention to liquid-phase reaction, the discharge system is considered as an
electrolysis with plasma electrode instead of metal electrode. The plasma
electrode will supply electrons or positive ions to the liquid surface in a different
way from the conventional metal electrode. In this work, we studied some of
liquid-phase reaction induced by electron or positive-ion irradiation from dc glow
discharge to the liquid surface. The plasma-induced liquid-phase reaction was
applied to the formation of metallic nanoparticles (NPs) in the liquid.

Electron irradiation to liquid surface generated OH" in liquid and pH of the liquid
changed from initial pH of 7 to 10 while positive-ion irradiation generated H* and
pH of the liquid became roughly 3, even without the dissolution of nitrogen
oxides from gas. OH radica generation in liquid was also confirmed both by
electron irradiation and positive-ion irradiation. The generation efficiency of OH
radical was better with positive-ion irradiation. Both Ag NPs in AgNO; solution
and Au NPs in HAuUCI, solution were synthesized by electron irradiation while
Au NPs were aso generated by positive-ion irradiation[2]. We also succeeded in
the generation of Fe;0, particlesin FeCl, solution by electron irradiation.
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MICROWAVE DISCHARGE ASA TOOL FOR
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Kinga Kutasi

Wigner Research Centre for Physics of the HAS, Institute for Solid State Physics
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The afterglow system here presented is based on a surface-wave microwave
discharge generated in flowing gas (typically of 1000 sccm gas flow rate) in a
5 mm inner diameter quartz tube, with 2.45 GHz frequency microwave. The
pressure in the discharge tube is typically 100-700 Pa. The quartz discharge tube
is connected to a further tube or chamber [1-3], where a charge free afterglow
plasma rich in active neutrals can build up. This region can be used for surface
treatments and to study the interaction of active species with polymer surfaces,
biological samples or complex molecules, such as biomolecules [1,3]. The
advantage of the system is that the composition of the afterglow in the studied
region can be easily tuned — e.g. by either varying the distance between the
discharge region and the treatment/interaction region, or the gas flow rate — since
the different active species have different relaxation or recombination times
depending on the pressure and gas composition [4,5]. In the case of a large
afterglow chamber a connecting tube can be also used, which allows an easier
tuning of the afterglow composition [2]. The density of active species can be
further tuned by controlling the losses on the system's walls.

The exact composition of the plasma in the different part of the system and the
controlling possibilities can be easily determined by means of modelling. The
possibilities offered by this afterglow system will be discussed through the
modelling results.
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The transient luminous events (TLES) are large scale discharges occurring above
thunderclouds in the upper atmosphere. The red-sprite TLE is driven by the quasi-
electrostatic field in the mesosphere following a positive cloud-to-ground
lightning flash produced below. The studies performed through imaging
instruments with high frame rates have discovered the existence of complex
streamer downward/upward propagating structures with propagation velocities
between 1®and 18 m/s and provided basic information on associated optical
emission. However, detailed investigation of sprites based on optical emission is
quite difficult due to their stochastic nature and very long distances of the
diagnostic instrumentation from the TLE's. In addition, the most important
characteristics of red-sprite TLE's is that they propagate vertically over large
distances surpassing altitudes of ~35 to ~85 km above sea level characterised by
very different pressures, between ~3 and *hfbarr, and gas temperatures
betveen -10 and -75 °C. Benchmark studies of equivalent laboratory discharges
are therefore of interest in order to correctly understand spectrometric fingerprints
of real TLE's. Because it is difficult to scale-down a whole red-sprite event
maintaining at the same time such large pressure/temperature gradients, we
performed an investigation of filamentary streamers propagating in a DBD gap
instead, fixing pressure/temperature conditions which are characteristic for
various altitudes covering whole range of red sprite occurrence. In this work,
triggered single streamer events were produced in volume DBD geometry under
TLE conditions (synthetic air, pressure, temperature) and associated emission
waveforms were studied with high spatio-temporal resolutions. Basic
characteristics, such as streamer morphology or dynamics of radiative species,
will be presented and discussed in the light of published real red-sprite data.

Acknowledgements: This work is supported by the AZR under collaborative
project M100431201 between the IPP and IAA.
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INTERACTIONSWITH LIQUIDS
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Atmospheric pressure plasma jet is an emerging area of contemporary technology
that bridges many science fields to bear on important medical and industrial
problems.

Many experimental studies have been conducted which showed that results of

plasma treatment strongly depend on doses delivered to biological tissue or other

materials. Generally, a plasma dose is associated with treatment duration.

A broad spectrum of different APPJ sources is used but with a very limited

comparability and a reliable estimate of the plasma dose still remains to be one

of the open questions!

In our laboratories we have built two APPJ sources, which were successfully

used for studies on damage to DNA and cancer cells [1-4] and for the growth of

silicon nitride films[5]. For medical applications, an APPJ interacts directly with

liquid, which contains a biological sample. However, the dose delivered at the

interface of plasmalliquid is difficult to estimate. In this study, the use of Fricke

solution dosimetry, a common technique in radiation-chemistry, is proposed.

This type of dosimetry is widely accepted because of its advantages of the

accuracy, reproducibility and linear dependence of its response as a function of

doses. In order to obtain dosage at the interface, the Fricke solution was placed in

containers with a different height and diameter and then irradiated by the APPJ.

Obtained results were extrapol ated and dosage rate estimated.
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It is of primary importance to appropriately condition the surface of
biomedical device for desired biological response. In the
biomedical filed plasma treatment techniques are becoming widely
used, as plasma enables activation of relatively inert biomedical
devices, which are usually made from polymers. Creating blood
compatible material is highly complex and still poorly understood
as so far not enough knowledge on the effects of surface
characteristics and blood compatibility exist.

In the scope of our work we studied the effects of low temperature
plasma treatment on surface properties and biological response of
biomedical devices in contact with blood. The effects of plasma
treatment on surface chemistry were determined by X-ray
photoelectron spectroscopy (XPS) and Secondary ion mass
spectrometry (SIMS). Changes in morphology and surface
roughness were observed with atomic force microscopy (AFM) and
scanning electron microscopy (SEM). The biological response was
determined in vitro by assessing the number of attached cells. Our
results indicate that low temperature plasma is an appealing method
for treatment biomedical devices in contact with blood.
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The electrical breakdowns and discharges in air are of great significance for
science and technology due to wide applications in surface treatment, for plasma
actuators, in medicine or for vehicle re-entry. Besides the breakdown itself, the
pre-breakdown phenomena and relaxation after the breakdown are also of great
significance. In this report the analysis of DC glow discharge and its relaxation
processes is discussed by measuring the time delay to electrical breakdown.
Statistical analysis of time delay distributions is presented [1] and the statistical
model based on the mixed distribution is applied to experimental data measured
with different electrodes from which electron yield is calculated. The appearance
of mixed distributions is physically described based on analysis of the cathode
surface by SEM, EDX and AFM measurements. Also, by analyzing the memory
curve measured in synthetic air the early and late relaxation of DC discharge are
discussed. The processes responsible for the memory effect are identified and
corresponding rate coefficients are determined. In order to confirm that the correct
particles are identified, the 2D numerical model for relaxation is developed. The
stationary densities in DC discharge in air that are used as initial densities for the
model for relaxation are calculated by the 1D numerical model which is verified
by modeling the Paschen’s curve as well as current and voltage waveforms [2].
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SPECTROSCOPIC STUDY OF PLASMA DURING
ELECTROLYTIC OXIDATION OF MAGNESIUM -
ALLUMINIUM ALLOYS

Jovica Jovou
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Plasma electrolytic oxidation (PEO) is high-voltage anodizing technique of
lightweight metals above the dielectric breakdown voltage when thick, highly
crystalline oxide coating with high corrosion resistance, high wear resistance, and
other desirable properties is formed. PEO leads to the local generation of plasma
in the form of micro-arc discharges expanding from the metal surface through
dielectric layer. In order to assess in more detail the process of plasma ejection
from micro-channel, an optical emission spectroscopy study of PEO on
magnesium-aluminium alloys is carried out. Plasma electron number deiity (
diagnostics is performed either from the lkhe shape or from the width or shift

of non-hydrogenic ion lines of aluminium and magnesium. The line profile
analysis of the Frevealed the presence of two types of discharges characterized
by relatively low electron number densit~ (10" - 10'°) cm 3, while the third
discharge process with larger electron denslty= (1-2) x 13" cmi® is detected

from the width and shift of aluminium and magnesium singly charged ion lines.
These PEO micro-discharges are induced by 1. breakdown at the surface of
dielectric, 2. breakdown of dielectric and 3. an ejection of metal plasma through
micro hole generated in dielectric by process number 2. On the basis of present
and other results it was shown that |blwdischargeslo not depend upon anode
mateial or electrolyte composition. During the course of this study, difficulties in
the analysis of spectral line shapes are encountered and the ways to overcome
some of the obstacles are demonstrated.
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MEASUREMENTSAND MODELSOF TRANSIENT
AND STATIONARY REGIMES OF GLOW
DISCHARGE IN ARGON

Marjan Stankov
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Measurements and modelling of stationary DC glow discharge, as well as
transient regimes of discharge inception and afterglow relaxation in argon are
reported. Fluid models are widely applicable for glow discharge modelling and
they are used most common for determination of particle number densities,
intensity of electrical field and mean electron energy. In this work, the fluid
models were applied for tracking the glow discharge establishment, calculation of
the static breakdown voltage U, and Paschen curve U (pd) (pressure times
inter-electrode distance). The measurements of the static breakdown voltage and
current-voltage (I —U) characteristics were carried out on the gas tube with a
plane-parallel electrode system made from OFHC copper for different values of
pd and the results were compared to those from different fluid models. The

applicability of fluid models for modelling of | —U characteristics at different
values of pd istested. The current and voltage waveforms are also modeled and
compared to ones measured by oscilloscope. From datisticaly based
measurements of electrical breskdown time delay t,, the statistical and formative

times are determined under different conditions. The formative times calculated
from [1D] and [2D] fluid models are compared to those obtained from
experiment. The measurements of time delay were performed for different

relaxation times 7 in afterglow and the memory curve E(r) is presented. For the

analysis of afterglow, the analytical and numerical models were applied and
diffusion coefficients of atomic and molecular argon ions are determined,
extending from ambipolar to free diffusion limits.
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DIAGNOSTICSOF LASER INDUCED PLASMA BY
OPTICAL EMISSION SPECTROSCOPY

M. Cveji¢

Ingtitute of Physics, University of Belgrade, Serbia

We describe the procedure for diagnostics of laser induced plasma (LIP) by
optical emission spectroscopy technique. LIP was generated by focusing Nd:YAG
laser radiation (1.064 nm, 50 mJ, 15 ns pulse duration) on the surface of a pellet
containing aluminum, magnesium and lithium. Details of the experimental setup
and experimental data processing are presented. High speed plasma photography
was used to study plasma evolution and decay. From those images optimum time
for plasma diagnostics is located. The electron number deNsity,determined

by fitting profiles of Mg and Li lines using available Stark broadening data while
electron temperaturél, was determined from relative intensities of Li | lines
using Boltzmann plot (BP) technique. All spectral line recordings were tested for
the presence of self-absorption and then if optically thin, Abel inverted and used
for plasma diagnostic purposes.
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ELECTRON HEATING DYNAMICSIN MULTI-
FREQUENCY CAPACITIVE RF DISCHARGES
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We perform a systematic investigation of the electron heating dynamics in
capacitively coupled radio frequency (RF) plasmas operated at multiple
consecutive harmonics in argon by PIC/MCC simulations, extending the
parameter range covered in previous studies [1]. We focus on the effect of
modifying the driving voltage waveform on the electron heating and ionization
dynamics as well as the independent control of the ion flux and mean ion energy
at the electrodes. The driving voltage waveform is shaped by adding maximum 4
consecutive harmonics of 13.56 MHz with specific harmonics’ amplitudes and
phases. Based on the Electrical Asymmetry Effect, a dc self-bias voltage is
generated in multi-frequency discharges that can be controlled by the harmonics’
phases and is enhanced by adding more harmonics. Changing the driving voltage
waveform, the electron heating and ionization dynamics are affected, influencing
also the control of ion properties at the electrodes. We find that, depending on the
mode of discharge operation, customizing the voltage waveform has different
impact on the control of ion properties [2]: (i) At low pressures, where the
discharge is operated im-mode, increasing the number of harmonics leads to
stronger sheath expansion heating, this way the ion flux can be increased, but the
mean ion energy does not remain constant for high voltage amplitudes. At low
pressures, the mean ion energy can be controlled at constant ion flux by adjusting
the harmonics’ phases. (i) At high pressures and assuming a high secondary
electron emission coefficient, where the discharge operatesnode, both the

ion flux and mean ion energy changes by adjusting the harmonics’ phases. Under
these conditions, increasing the number of harmonics leads to a decrease of the
ion flux and a change of the mean ion energy.
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TIME-SPACE DEVELOPMENT OF HYDROGEN
BALMER ALPHA LINE IN A BARRIER HOLLOW
CATHODE DISCHARGE

B. M. Obradow, S. S. Ivkové, N. Cvetanowi, and M. M. Kuraica

University of Belgrade, Faculty of Physics, 11000 Belgrade, Serbia

Abstract. Simultaneousélectrical and spectroscopic investigations of the
development of barrier hollow cathode discharge in hydrogen have been
performed. By analyzing the shape of excessively broadened Balmer alpha line
profiles, during the discharge development, different phases in the discharge
establishing can be resolved.

1. INTRODUCTION

Energetic hydrogen atoms have been detected via large Doppler
broadening of hydrogen Balmer lines in different types of discharges. Hydrogen
lines are broadened to a great extent with far wings corresponding to kinetic
energies of several hundreds of electron volts, i.e., orders of magnitudes higher
than gas temperatures. Shapes of Balmer line profiles depend on the direction of
observation, indicating anisotropy of motion of fast hydrogen atoms. Highly
asymmetric broad line profiles were observed along the electric field. For
generation of energetic H atoms, a detailed model was given by Phelps and co-
workers in Ref. 1 and 2. According to this, three types of hydrogen idn$j,H
and H;" are accelerated in the electric field and undergo charge exchange
reactions with H creating energetic H atoms. These charge exchange processes
produce fast hydrogen atoms moving toward the cathode, i.e. in the field
direction. | was shown earlier that the overall hydrogen line profile is comprised
of three components: narrow and middle width component (coming from
electronic excitation) and wide component (coming from excitation of energetic
atoms) [3]. Large Doppler broadening in a hollow cathode discharge was reported
in a number of papers [4 — 6]. At low pressures, in so called high voltage hollow
cathode regime, the negative glow is extracted from the cathode cylinder and
cathode fall fills the gap to the anode ring, making the electric field vector
coincide with the central axis of the cathode cylinder.
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2. EXPERIMENT

Experimental set-up is presented in Fig. 1. The discharge tuber is a glass
cylinder with diameter of 20 mm. One electrode is another closed glass cylinder
set at one side of the tube - sealed by microscopic glass and filed with
transparent electrolyte. The other electrode is a steel mesh cylinder which is
positioned inside the glass tube, see Fig. 1. The discharge tube was evacuated
down to 107 mbar first, and then filled with hydrogen at 1.1 mbar pressure. The
discharge was driven by an AC voltage with frequency of 20 kHz. The sinusoidal
voltage signal from a HP MODEL function generator was amplified using an
audio amplifier (400 W) and transformed to a high voltage. The applied voltage
was measured via a 1:1000 P6015A Tektronics voltage probe; the total current
was monitored by a current probe (ipc cm-100-m). The applied voltage and the
discharge current were monitored by Tektronics TDS 3032 (300 MHz
bandwidth, 2 Gsamples/s) oscilloscope. The discharge image was projected by a
lens to the entrance slit of an Echelle-type spectrograph equipped with an ICCD
(Pl MAX2, Princeton Instruments) — instrumental FWHM = 0.02 nm. ICCD is
triggered with a time delayed pulse, initially generated by the discharge current
pulse. The gate duration was 50 ns during the measurements of, tee H
development. The hollow cathode configuration was chosen to obtain ICCD
triggering with a minimal jitter. This was possible only in a barrier discharge
arrangement, where seed electrons on the barrier facilitate the breakdown in the
next half-period.
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Figure 1. Experimental set-up with current and voltage oscilograms (left) and
recorded hydrogen Balmer alpha line fitted with three peak functions (right).

3. RESULTSAND DISCCUSION

An example of recorded Hine profile presented on Fig. 1, shows two
distinct peaks: narrow (,core"), unshifted, caused by electronic excitation, and
broad (,wing"), shifted, caused by heavy particle collisions. Fig. 2a giyes H
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line profiles recorded at different times during the development of the discharge,
with the shifts given in velocity values of hydrogen atoms. Referent time instant,
indicated as 0 ns, is the time of maximal current, see Fig.3. Analyzing smoothed
profiles of broad peaks, which here are used for clarity; one can conclude that
maxima of these peaks are shifted towards lower values. Recorded line profiles
we were used for analysis of the excited atoms energy distribution and fraction
of heavy particle processes in the total excitation, as in Ref. 6. Energy
distributions of exited fast atoms, see Fig. 2b, are obtained from the red wing of
the profiles. Distributions are obtained by simple histogram transformation from
wavelength (velocity) distribution to energy distribution and normalization to the
integral of f €). Energies on the abscissa are “detected” energies, i.e., kinetic
energies in the direction of observation.
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Figure 2. (a) H, line profiles recorded during the discharge development.

(b) Energy distribution of exited fast H atoms obtained from théng wings.

Development of the core and wing intensity, and the hydrogen atoms mean
energy are presented in Fig. 3 together with the development of the discharge
voltage and current. One can see from the graphs that core and wing intensities
increase during the discharge development i.e. during the current increase, and
they decrease during the falling edge of the current pulse i.e. during the
extinguishing phase of the discharge. Analyzing the figure one can conclude that
the ratio of core and wing intensities start to increase with strt of current steep
increase, and time dependence of core to wing intensity ratio clearly follows the
current development. As we mentioned earlier, core of the line profile is formed
due to electronic excitation, so, rapid increase of the core intensity is evidence of
increasing of electron density in the discharge. Similarly to this behavior, it was
demonstrated in a pulse high voltage hollow cathode discharge, experimentally
and theoretically, that steep increase of the discharge current during the
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breakdown phase is caused by rapid density increase of low-energy electrons
produced in the process of secondary electron emission from the cathode [7, 8].
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Figure 3. (Top) Intensity ratio and H atom mean energy. (Middle) Discharge

voltage and current signals. (Bottom) Core and wing intensities.
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EXPERIMENTAL STUDY OF ELECTRIC FIELD
DEVELOPMENT IN PLASMA JET
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Abstract. The focus of the presented article is on the spatially and temporally
resolved measurements of the electric field in the atmospheric pressure plasma jet
operating in helium. Maximal values of the electric field strength reach 20 kVv/cm.
Electric field measurements are accompanied by the electrical and spectroscopic
diagnostics of the discharge evolution.

1. INTRODUCTION

Non-thermal plasma jets in noble gases consist of luminous traces which
propagate very similar to the cathode directed streamers in air [1]. These
luminous traces, known as plasma bullets are governed with one order of
magnitude lower electric field than in case of the air streamer [2].

This paper is devoted to the spatio-temporal development of the plasma
jet in helium. Here we present temporally resolved measurements with the focus
on the quantitatively obtained values of the electric field.

2. EXPERIMENTAL SETUP

Dielectric barrier discharge (DBD) plasma jet in helium has been
investigated. It consists of 1 cm wide copper electrode wrapped around the glass
tube, 1 cm above the tube’s end. This electrode is connected to the high voltage.
The other, grounded copper electrode was placed 2 cm downstream from the
nozzle, see Fig. 1. The glass tube has inner diameter of 2 mm and outer diameter
of 4 mm. The flow of helium (99.996%) through the tube is controlled by mass
flow controller and it was kept at 2.6 L minCustom made power source is used
to supply jet with 12.65 kHz of sinusoidal voltage signal with the amplitude of 4
kV. After one hour of discharge conditioning, the temporal stability of the
current was better than 10 ns. The schematic overview of the spectroscopic
measurements is presented in Fig. 1. More details about these measurements can
be found in our previous papers [3-5]. Plasma jet was projected on the entrance
slit of a 1-m spectrometer with 1200 g/mm diffraction grating. As a detector of
the radiation an ICCD (PI-MAX2, Princeton Instruments) is used. The pixel to
pixel resolution of spectral apparatus was 0.0108 nm/pixel. Due to the very low
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intensity of spectrally resolved radiation, the entrance slit for all measurements
was kept at 7@m, which resulted in the instrumental line profile full with at half
maximum of 0.044 nm.
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| | . _'_ _% ,ﬂ SPECTROMETER

I m
Lens 1200 g/mm ICCD

ICCD control
unit

sync

HV

AA

oscilloscope

4 Y

4kV, 12.65 kHz 1

Figure 1. Schematic overview of the jet construction with a sketch of the
spectroscopic measurements arrangement.

3. RESULTS AND DISCUSSION

Fig. 2 shows contour plot of He*@23S) line at 706.5 nm for plasma
jet in helium. It represents spatio-temporal evolution of discharge for the positive
half cycle of plasma jet. The setup of the jet with the grounded electrode allows
elongated lifetime of the jet emission in one halfcycle. As can be seen in this
figure, discharge progression can be divided into two phases. The first phase is
equivalent to the cathode directed ionization wave — streamer propagation, with
the mean propagation velocity of 20 km/s. At the moment when the bullet
reaches the cathode the anode glow has develgpeddischarge current starts
to rise. The second phase continues with the development of some kind of
positive column just as in case of a transient glow discharge. Further, the decay
of the discharge occurs and follows the discharge current signal. Such plasma jet
evolution is completely equivalent to the microdischarge developmeny/@, N
mixtures [6]. The difference between plasma jet and microdischarge
development is in the time scale, which is probably the consequence of the gas
composition and applied voltage values. While the microdischarge in air lasts
approximately 20 ns [6], the lifetime of the observed plasma jet phenomenon is
longer for three orders of magnitude i.e. aboutu$8 This is very motivating
conclusion and further investigations in this direction would be desirable.
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Figure 2. Contour plots of the He | 706.5 nm line emissions in plasma jet. Upper
figure represents corresponding discharge current.

Plasma bullet velocity is obtained from the ICCD images. The bullet
velocity dependence on the position is presented in Fig. 3. The velocity of the
bullet rises with the distance from the tube end. Such velocity behavior is also
the feature of the microdischarge in air [6]. In the immediate vicinity of the
cathode (grounded electrode), velocity of the bullet reach the maximal value of
~40 km/s and starts to decreaslkightly.
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Figure 3. Plasma bullet velocity in plasma jet.

Using the non-perturbing, spectroscopic method based on the Stark
polarization spectroscopy spatially and temporally resolved measurements of the
axial electric field have been performed. The electric field rises almost linearly in
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the space and time, and reaches the plateau 3 mm in front of the cathode, Fig. 4.
Presented measurements are in line with recent theoretical predictions [2].
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Figure 4. Electric field strength development in plasma jet.
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INTENSITY RATIO AND LOCAL FIELD
STRENGTH UTILIZED FOR FIELD
MEASUREMENT
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Kuraicd
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Abstract. A novel spectroscopic method for measuring electric field in
atmospheric pressure discharges is presented. It based on the dependence of He |
667.8 nm and 728.1 nm line intensity ratio on the local electric field strength.
Line ratio dependence on local field strength was firstly examined by measuring
field via an established method of Stark polarization spectroscopy (He | 492.2 nm
line). Collisional-radiative model was developed for the involved singlet levels to
explain and confirm the field dependence. The results of the model were
compared to experiment and satisfactory agreement was obtained.

1. INTRODUCTION

Knowledge of cathode fall development and electric field distribution in
the cathode region is essential for understanding the gas discharge formation and
production of charged particles. In that respect, non-invasive spectroscopic
methods for electric field measurement are important for experimental
verification of the discharge models. In our previous papers, electric field was
measured in atmospheric pressure dielectric barrier discharge (DBD) using Stark
polarization spectroscopy of He 'P24'D 492.19 nm line and its forbidden
counterpart [1, 2]. Even though this method is independent of plasma conditions
due to itsab initio basis, it suffers from relatively low intensity of helium lines
with forbidden counterparts. Additionally, at atmospheric pressure, measurement
of low field values is limited due to the overlap of the atomic line and its
forbidden component caused by pressure broadening. These limitations disable
investigations of regions with lower field strength and at time instances with
lower current and consequent lower light intensity.

Therefore, a simpler and a more robust method for electric field
measurements in the cathode region of a low temperature atmospheric pressure
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discharges would be useful. The new method, suggested here, uses intensity ratio
of two helium singlet lines: He 1'R-3'D at 667.8 nm and He I'R-3'S at
728.1 nm. We have firstly experimentally observed dependence of the line ratio
on the electric field strength in helium DBD. To exclude the influence of self-
absorption on line ratio, the standard self-absorption test was performed and also,
measured line profile shape is explicated according to broadening mechanisms.
The dependence of line ratio on local field strength can be explained as a
consequence of the change in the excitation rate which is induced by change in
the electron energy distribution (EEDF). This is a direct correlation between the
electric field strength and line intensity ratio — similar connection was used to
measure the field in molecular gases [3]. Therefore, to postulate the method, the
condition that EEDF is determined by local field strength is necessary.
Furthermore, it is well known that in the case of atmospheric pressure discharges,
the relaxation time of the EEDF is short enough for electrons to be in equilibrium
with the local field; even in the case of high field gradients i.e. local field
approximation is valid [4].

2.RESULTS

To obtain the functional dependence of the line ratio on the local
electric field strength a simple collisional-radiative model was developed.
Namely, a system of time dependent balance equations for all sublevels of
singlet helium n=3 and radiatively connected n=4 level was numerically solved:

%iRWZRdn (1)
K j

whereN(i) is the density of a sublevilwhile Rp; andRd; are rates for specific
populating and depopulating processes respectively. The included populating
processes are electron impact excitations from the ground level and metastable
2'S and 3S levels. The excitation transfers«38D are also taken into account

with cross section taken from the article [5]. The levels are depopulated through
spontaneous emission with transition probabilities taken from [6], and also via
associative ionization, common in high pressure discharges. The coefficients for
the non-radiative depopulating processes are taken from [5]. Rate constants for
electronic excitation, at a given reduced field value (E/N), were calculated using
the BOLSIG+ Boltzmann equation solver [7]. Sets of electron impact cross
sections were taken from [8] for collisions with ground level atom, and from [9]
for excitation from metastable levels. In solving the equations, the quasi-steady-
state approximation was not applied to verify that steady level densities are
reached in short time periods typical for DBD.

The line intensity ratio is then from level density as:

les7 _ hUg67 Pes7 N (3'D)
l726  hU758 Arsg N(3'S)

)
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whereA andyv are the transition probabilities and frequencies of the two spectral
lines in question. The obtained curve for line intensity ratio, together with
experimental values is shown in Fig. 1 for several values of the 'Be 2
metastable densities, with gas temperature set to 310 K. Experimental points
were obtained via the mentioned method of Stark polarization spectroscopy (He |
492.2 nm) in the helium DBD at atmospheric pressure. Sinusoidal voltage of
1.75 kV was applied to configuration similar to [2].

By analyzing the graph function in Fig. 1 it can be seen that agreement with
experimental results is satisfactory and curve exhibits almost linear dependence
above the field of 4 kv/cm, up to 40 kV/cm (maximum value of the calculation),
regardless of metastable density. Most importantly, model calculation has shown
that the line ratio curve is independent of electron density in the entire electric
field range, due to the equal influence of electron numbers to all excitation rates.
At lower field values (<4 kV/cm), the excitation from metastable levels becomes
important due to the fact that energy of the electrons is too low for electronic
excitation from the ground level. The change of the curve shape with metastable
density at lower field is the main cause of method uncertainty in this region and
disables the use of the method below 3 kV/cm, without the explicit knowledge of
metastable density. The ratio increase with decreasing field is absent when

metastables are excluded from the model and the curve monotonically extends to
low field values.
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Figure 1. Line ratio dependence on the local electric field strength - comparison
between the model and experiment.
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The line ratio method enabled more detailed measurement of discharge
development. Namely, electric field evolution with DBD discharge development
was investigated and it was found that discharge transforms from subnormal to
glow-like with current increase, concurring with model [10].

3. CONLUSION

A novel method for measurement of electric field strength in the
cathode region of a dielectric barrier discharge in helium is suggested and tested.
The method is based on line intensity ratio of two singlet atomic lines of helium:
He |1 667.8 nm and 728.1 nm. In summation, the line ratio method may be used
only for high pressure (e.g. atmospheric) discharges where the local field
approximation is valid and at regions with considerable electric field strength
(>3 kV/cm) where excitation from metastables is negligible. Verification with
the Stark method is recommended in the field regions where both methods are
applicable.
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Abstract. Resonant energy transfer from metastable argon ions to copper atoms
in argon glow discharge is very efficient due to small difference between the
energy levels of Ar Il (3h %Py, and Cu Il (4p,®P,). During their relaxation
copper ions emit photons of wavelength 224.7 nm. Since the intensity of this
copper ion line depends on the sputtering of cathode material, which in turn
depends on the discharge current, the pulse generator was constructed. Its role
was to enable high current pulses, thereby increasing the population of excited
levels of copper ions. In order to find the best possible conditions for obtaining an
inverse population of the involved copper ion level temporal studies were
performed for lines Cu Il 224.7 nm, Cu Il 221.8 nm and Cu Il 224.2 nm.

1. INTRODUCTION

Various measurements in Grimm glow discharge [1] and a modified
Grimm glow discharge [2, 3] showed that the charge exchange between argon
ions and sputtered copper atoms is very intense [4, 5]. This unusual high intensity
some of the emitted lines from this system is due to charge exchange resonant
energy transfer between the metastable state of argon ions and copper atoms in
their ground states. This reaction can be represented in standard notation as:

Ar'"(3p’2R,)+Cl - AP+ Cu(4 g P+AE 1)

In the charge exchange process (1) energy differdics 0.02eV. The
small energy difference produces increase of the population of ionized copper
atom at levefP,, which is upper level of Cu Il 224.70 nm spectral line. Therefore
the intensity of mentioned line is increased compared to some other lines with
similar upper level, e.g. Cu Il 221.8 nm [4, 6]. It can be concluded that the charge
exchange process (1) can be efficiently used for increasing Cu Il 224.70 nm line
intensity and eventually for achieving inverse population.

It has been also shown that intensity of the Cu Il 224.70 nm line was
dramatically decreased with small addition of B%) in working gas in
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comparison with line intensity in pure argon (99.999%) [4]. This can be regarded
as a competition of two processes, the charge exchange reactions between the
Ar'™ and Cu (1), and quenching of ‘Arby H, which can be described by the
following reaction [4]:

Ar'"3Ep 2 B, )+ H,% - AI’0+H2+(X,ZZ;,V:2)+AE 2
The higher efficiency of the process (2) than the process (1) is the reason of very
small intensity of Cu Il 224.7nm line with addition of hydrogen. This is because
the energy difference in the process (2) is one order of magnitude less than in the
process (1) and has vala&=0.002eV.

2. EXPERIMENTAL SETUP

The modified Grimm plasma source used in this experiment has already
been described in more details elsewhere [2, 6]. Therefore only some details will
be given here for the sake of completes. The hollow anode 50 mm long with
inner diameter of 8.00 mm has longitudinal slot (10 mm long and 1.5 mm wide)
for plasma observation. The water-cooled cathode holder has exchangeable
copper electrode 5.00 mm long and 7.60 mm in diameter which screws into
holder to provide good electrical and thermal contact.

During the experiment the pressure in the chamber was maintained at
5.8 mbar. To run the discharge, a stabilized laboratory made pulse high voltage
power supply (HVPS) was used. Current was measured using a Rogowski coll
and simultaneously with voltage probe attached td@5@on-inductive resistor
whose role is current limitation. Experimental setup is shown in Fig. 1.

pressure

meter
| l

Flowmeter

SPECTROMETER

Im
1200 g/mm B AR H

HV
PULSE
POWER SUPPLY - 500

vacuum
pump

Rogowsky
Coil

oscilloscope

Figure 1. Schematic diagram of an experimental setup

It was shown previously that intensity of the Cull 224.70 nm line
strongly depends on the discharge current [4, 6]. On the other hand, direct
current supply (DC) has the limitation of small value of discharge current. To
overcome this limitation i.e. to obtain higher discharge current, and also to
reduce power consumption, mentioned adjustable pulse HVPS was used in this
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experiment. HVPS has control over frequency from 0.1 Hz to 500 kHz and pulse
width from 10ns to 98% of a period. Power supply has capability to ensure 0.15 J
per pulse up to 15 kHz, which are five orders of magnitude higher than needed to
run the discharge in DC regime with the same current. Rising and falling time at
the edge of the voltage pulse on a test resistor is less than 200 ns.

A Tektronix TDS 2024B digital storage oscilloscope (200 MHz,
2 GS/s) was employed to monitor and record voltage and current signals as well
signal for synchronization of an ICCD camera. For a space-time resolved
emission measurements, projection optics were used to image the whole glow
discharge onto the entrance slit of a 1 m spectrometer. ICCD was triggered with
a TTL generated from power supply as shown in Fig. 1. The jitter between
mentioned TTL and gate recording of an ICCD is less than 5ns. Pulse width is
set to 6ps and period of a repetition rate is 208. To study the temporal
development of the discharge and the afterglow, spectroscopic recordings in 1 us
steps, with 1 ps gate duration, were used.

3. RESULTSAND DISCUTIONS

It is known that intensity of lines emitted by sputtered atoms and ions
has a nonlinear dependence on the discharge current [1]. The same is the case for
Cu Il 224.7 nm line. That is because the mentioned asymmetric charge exchange
process is the dominant process i.e. 99.99% of the upper level density is exited
through this channel [7]. To obtain higher intensity of this line and possibly the
expected effect of population inversion the pulse mode of Grimm glow discharge
is used. Although, increased pressure decreases the metastadiensgity [6],
the pressure of 5.8 mbar was chosen to achieve higher current, thereby increasing
the density of copper atoms in the discharge.

By changing the pulse width in the range 180t was found that the
optimal pulse width value is 5-1f. Pulse width of us and period of 5kHz
was used during the experiment performed here.

Time dependences of line intensities are studied and for several of Cu Il
lines results are presented in Fig. 2. All intensities are normalized to their
maxima for comparison. Here it must be mentioned that intensity of line Cu Il
224.7 nm is more than ten times greater than intensity of other represented lines,
so that is the reason for small fluctuations of intensity of other Cu Il lines. The
lines Cu Il 221.8 nm and Cu Il 224.2 nm are selected because of smallest but yet
one order of magnitude higher energy difference than needed for charge transfer
for Cull 224.7 nm line. Because of that they have different population
mechanisms compared to Cu ll 224.7 nm line. Namely, Cu Il 221.8 nm and
Cu ll 224.2 nm are populated by electron impact excitation [7] consequently
having much smaller intensity. From figure 2 one can see, that after the voltage
pulse there is a rapid decrease of every Cu Il line except Cu Il 224.7 nm. This is
due to reduced energy input leading to reduced electron impact excitation. The
line Cu Il 224.7 nm has prolonged intensity due to charge transfer excitation
with metastable Ar(eq. 1). Different decay is also consequence of this transfer.
In our opinion this effect can be used for inverse population. This time of
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afterglow of Cu Il 224.7 nm line can be used to confirm the charge transfer, and
to investigate possibility for increase population of this line as well as detection
of population inversion of the involved levels.

It was found that upper level of Cu Il 224.7 nm line can be increased
almost by factor of two using two successive pulses [8], with delay of couple of
pulse widths. This process will be investigated further.

0 5 10 15
T T T T T T T T T T T T T T T T
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Figure 2. Comparison of intensity of Cu Il lines 219.2 nm, 221.8 nm, 224.2 nm
and 224.7 nm during theu6 pulse at U=710V and pressure of 5.8mbar.
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STARK BROADENING OF SPECTRAL LINES
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Abstract. This paper analyses Stark broadening of spectral lines within lithium
like elements (Li I, Be I, B lll, C IV and N V). Strong correlation exists between
Stark broadening and the upper level ionization potential. A functional
dependence of Stark broadening on rest core charge of the emitter has been
observed.

1. INTRODUCTION

Recently published papers devoted to a study of Stark parameter
regularities of multiply charged ion spectral lines originating from the same
transition array [1] and checking the dependence on the upper level ionization
potential of electron impact widths using quantum mechanical calculations [2]
have shown that these dependences can be used for enlarging number of Stark
widths data of astrophysical interest.

After a series of papers [3-8] that analyzed Stark broadening (
dependence on the upper level ionization potenf)alt(was established that this
dependence has a form difrad®']=allxeV]) ™ (wherea and b are

independent constants).

The purpose of this paper is to present the results that were found
concerning Stark broadening dependence on the core charge that affects the
electron in spectral transition (Z). For neutral atoms Z = 1, for singly charged ions
Z = 2 and so on. For this purpose five ions from lithium isoelectronic sequence
have been analyzed. The data f@) bas been taken from [9]. Atomic data was
taken from [10].

2. THEORY

As predicted in theory and described in [11], the Stark broadening is Z
dependent, but the exact formula has not been found so far. Stark broad&ning (
is given by:

w=N, O (T) RZ° O}’ 1)
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It is intuitive that Stark broadening depends on surrounding charge due
to electric field generation, but it is difficult to find the total charge that generates
local electric field. Effective charge was the first logical choice, but it showed
low correlation with Stark broadening. On the other hand Z (as defined above)
showed better results. Detailed presentation of all results is beyond the scope of
this paper.

The Stark broadeningy has to be given imad/s due to physical
connection between transition energy and electric field. The conversion is done
by:

w= 2/]”2" A )

In order to investigate different Stark parameter regularities, an accurate
set of theoretical and experimental data, being normalized to the particular
electron densityNe) and temperaturel}, is necessary. The normalization to the
sameN, can be done by linear scaling due to the linear dependence of Stark
widths onN.. However, Stark width dependence on This different from one
spectral line to another for all spectra. Therefore, the correction to temperature
dependence has to be done with great care for every spectral line separately as
described in [3].
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Figure 1. Stark broadening dependence on the upper level ionization potential in
log-log scale for lithium like ions.
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The data taken from Stark B and NIST database has been shown in
Figure 1. The only modification of source data was in conversion &ibto w
as described in Equation (2). All data is normalized to temperatar£00000 K
and electron concentration o, = 10’cm?®. These environmental parameters
were chosen because both neutral atoms and highly ionized ions can exist in
environment with those parameters or in very similar environment so that a small
extrapolation is necessary. The correlation factor for this data is low which
shows that proposed model is not good and that corrections must be made.
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Figure 2. The rest core charge (Z) correction of Stark broadening dependence on
the upper level ionization potential in log-log scale for lithium like ions.

In Figure 2 a corrected model has been used. Instead of shewing
was divided byZ2 In this case the correlation factor was improved as shown.
The definition of Z was also the subject of our investigation, but this definition
showed best results. With Z defined as shown above, paracrfeden Equation
(1) was varied and the results ware best dor 2. With the exception of
beryllium spectral lines, other ions fit theoretical model.

4. CONCLUSION

The results of Stark broadening regularities within lithium isoelectronic
segquence are presented in this paper. It is shown that the core charge that affects
the electron in spectral transition Z affects the intensity of Stark broadening. The
exact form of this influence is given by Equation (1) in which the pararcefer
Based on this theoretical model, predictions can be made for lithium like ions
with high ionization stage that were not been measured experimentally or
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calculated theoretically so far. Such data are used in the analyses of relative
abundances of chemical elements, opacity calculations, radiative transfer through
stellar atmospheres of some classes of stars, line profiles and their effects on
synthetic spectra [12,13].
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Abstract. Emission spectroscopy technique is used to measure gas temperature
in segmented micro hollow gas discharge (SMHGD) source operating in helium
at atmospheric pressure. The rotational temperature of ~ (900 + 50) K is
determined from nitrogen ion bands belonging to first negative system using
Boltzmann plot technique while the vibrational temperature of ~ (3500 + 200) K
is obtained from integral intensity ratio of two consecutive vibrational bands of
the same sequence. Under our experimental conditions, translational gas
temperature is equal to rotational temperature of nitrogen molecules.

1. INTRODUCTION

Gas discharge generated in discharge volume having dimensions
ranging from several tens up to thousand micrometers and operating at medium
or high pressure is often called micro hollow gas discharge (MHGD). Electrode
geometries, modes of operation, plasma parameters and some applications of
MHGD are reported in [1].

The characterization of MHGD is generally done by using emission and
absorption spectroscopy techniques. For standard Optical Emission Spectroscopy
(OES), plasma broadened hydrogen lines (usually thing) are employed for

N. and Ty diagnostics. The OH, Nand N bands are used fdi; measurement

while relative intensities of atomic or ionic lines are employed for electron
temperatureT, diagnostics, see e.g. [2,3]. Short overview of spectroscopic
techniques folN, and temperatures measurements is given in [4]. In this study,
OES technique is used to measure gas temperature in segmented gas discharge
source with micro hollow electrodes (SMHGD) in helium at atmospheric
pressure. For that purpose, several bands belonging to the first negative and
second positive system of nitrogen are recorded and analyzed.
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2. EXPERIMENTAL

A detailed description of SMHGD source is given in [5] and thus only
few important details will be mentioned here. The discharge channel consists of
five water cooled metal discs separated by alumina. Three central discs are made
of copper while stainless steel was used for the cathode and anode. The length of
the channel is 7.8 mm while central hole diameter is 1 mm. The discharge was
driven in helium (99.996%) at 80 mA current and cathode-anode voltage of 445
V. The digital volumetric flow controller (0-500 sccm) was used to measure gas
flow rate through the discharge. Spectroscopic measurements were performed
axially (end-on) through the cathode center with 2 m focal length spectrometer
(reflection grating 651 grooves/mm, reciprocal dispersion 0.74 nm/mm in the
first diffraction order). Thermoelectrically cooled CCD (2048 x 506 pixels, pixel
size 12 x 12um, -10 °C) was used as radiation detector. The discharge image
was projected to the entrance slit of spectrometer with two times magnification
using an achromatic lens (focal length 75.8 mm). A standard coiled-coil tungsten
halogen lamp was used for wavelength sensitivity calibration of the
spectrometer-detector system.

3. RESULTS AND DISCUSSION

Several intensive nitrogen molecular bands are observed in helium
SMHGD where N as an impurity is always present. The recorded rotational
bands of the first negative {1 system of nitrogeffB%z," - Xzzg+) shown in Fig.

1 are used for rotational temperatufig,) measurement using Boltzmann plot
(BP) technique, see Fig. 2. This technique is applied here since the variation of R
branch lines intensity with rotational quantum number K is defined by the
thermal population of the rotation emission levels [6]. The rotational constant for
the upper states (from?B, and v'=0) is taken from [7]. It is important to
mention that N band at 427.8 nm is well resolved, see Fig 1b, what makes this
band more reliable foll,,; measurement than,Nband at 391.4 nm, see Fig. 1a.
Nevertheless, the difference between rotational temperatures obtained from BPs
in Fig. 2 is within experimental uncertainty. In atmospheric pressure discharges,
due to high collision frequencie$,, determined from K rotational bands is
close to the gas temperature [8fom the intensity ratio of two consecutive
vibrational bands of the same sequence, see Fig. 3, the vibrational temperature
(Tvip) was determined. For the procedure Tgf, measurement see e.g. [9].
Molecular data for nitrogen bands in Fig. 3 are taken from [7]. One should notice
that in helium SMGHDT,;, > T,ot What is characteristic for non-thermal plasmas
created by externally applied electric field [8].
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OPTOGALVANIC SPECTROSCOPY OF
ALIGNED/ORIENTED ATOMSIN A GLOW
DISCHARGE

V. Steflekova
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72, Tzarigradsko Chaussee Blvd., 1784 Sofia, Bulgaria
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Abstract. The technique of optogalvanic spectroscopy is used the conductivity of
both aligned and oriented ensemble of atoms to be compared. The waveform of
the time resolved signals are observed to depend on the polarization of the light
absorbed.

1. INTRODUCTION

The atomic magnetic stata is known to manifest itself in optical
spectroscopy. Recently two types of coherent ensembles, i. e. allgne6,d2)
and oriented Am=+1) ones were compared in their light induced conductivity
Ref. [1].

In this work the galvanic manifestation, including the time of decay T of
one and the same ensemble of atoms aligned/oriented, is compared. The objects
are Nel buffers in a hollow cathode discharge (HCD). The measurements are

based on light induced coherences. The time resolved optogalvanic technic is
used.
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2. EXPERIMENT

Figure 1 shows the used experimental set-up.

"

faser
— 1| oPO

| P R Do
PC

Figure 1. Schematic diagram of the experimetiCD — hollow cathode
discharge OPO — optical parametric oscillator systef,— polarizer (linear or
achromatic wave platé/4, 450-800nm), A — aperturePD — photo detector,
C - decoupling capacitoR;, - ballast resistorR,, = 20 k@ — measuring resistor,
PC — personal computeRS —power supplyDO — digital oscilloscope.

The trademarked HCD lamps Ne/Li (Narva) and Ne/CaBa (Cathodeon
Inc.) were used. The discharge was produced by applying a highly stable dc
voltage and was operated in a negative glow regime. A standard experimental
scheme for TROGS detection was employed. TROGSs were induced by
irradiating the HCD with an OPO system, which delivered a pulse of duration
4 ns FWHM at a repetition rate of 10 Hz and an average output power of 25 mW
and were detected across, R 20 kQ with a digital oscilloscope. The RC
constant was chosen low enough to detect TRAG%t).

3. RESULTSAND DISCUSSIONS

Generally, the measured time resolved optogalvanic signals (TROGSS)
AUCE(t) (Fig. 2 - contain certain general regularitishe signal is composed by
a fast rising peak followed by an exponential decay to either base line or signal
with an opposite sign, which returns to the base lifighe discharge currerit
stimulates extending the waveforms°%(t); iii) as expected, the signal on the
transitions Nel (2p—5ds) is smaller in amplitude than signal on the transition
Nel (1s—-2py0).

There are various models concerning the channels of the plasma TROG
reaction Refs. [2-4]. Ultimately, they are reduced to changes of electron number
density 4An., and/or electron drift velocityve, i.e. 4j=c14ns+CoAve. Vs. the
conductivity changedj. These terms define also the characteristic decayTime
of evolution 4U°S(t) at sufficiently short light pulse. Within these frames the
evolutions AU°S(t) induced by plane@lU®S(t)*"" — and circularly polarized light
pulse AUCS(t)°*™ are compared here.

First of all the above evolutions are not similar in shape. It excludes a
possible effect of non-uniform absorption of either plane- or circularly polarized
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light. Moreover, it should be noted that the measured signals due to either of
circular/linear polarization in each of the pairs of Figs.2daand h, b,) differ

from one another. In order to precise the comparison we have made best fit to the
exponent part of TROGS in Figs. The approximatienA*exp (-x/T,) is used.

The signals in the two polarizations depend on the operating discharge
current | so, that the relation #®VT°™" changes within the frames
1>T9YTO"eM>1 vs. value ofl. This ratio is particularly sensitive fo- value on
the transition 1s-2p,. It is due to higher OG efficiency of plane polarized light
(Fig. 2 ().

Really, the TROGSs due to plane- and circularly polarized light
represent time resolved evolution of aligned and oriented ensembles of atoms.
The found inequalities %" # T mean that ones and the same processes of
relaxation are of specific rate constants within the frames of one and the same
optical transition. These constants depend on the coherent state of the transition.

(a ) = Linear polarization; T = 8,61 [us] (a ) = Linear polarization; T = 9,80 [us]
1 0,02 o Circular polarization; T = 8,20 [us] 2 0,02+ o Circular polarization; T = 11,95 [us]
—— Best fit — Best fit
0,00 0,00 o i
20 25 30 50
%‘ 10,02 time [us] % 0,024 " time [us]
= . NelLi HCD = NelLi HCD
o 0,04 Ci=10mA o 0,04 i=1.6 mA
L) . Q =
2 | 1=470.44nm ) %= 47044 nm
-0,06 0,064
0,08 40,08
Nel (2pc—5ds) (470.44 nm)
(b ) = Linear polarization; T = 80,93 [us] (b )
7 os o Circular polarization; T = 59,11 [us] ', = Linear polarization; T = 110,61 [us]
' — Best fit ' o Circular polarization; T = 54,37 [us]
1o oo 10 — Best fit
i Cu 501
% Ne/CaBa HCD " Ne/CaBa HCD
- | Po i=1.6 mA
S 05 % i=1.0mA = 0,54 2 =703.2
E s, 2.=703.2nm E L= 703.cnm
= = i time [us
o 00 - T uﬂ”’k y o 00 - : Iu ],
8 0 100  200mmmEET 400 500 8 0 1000
=) =)
< 05 / time [us] < 054 {
1,0 1,0
Nel (1$—2pi0) (703.2 nm)

Figure 2. Experimental TROGSs frorligned (linear polarization) andriented
(circular polarization) Nel transitions 2p5a¢; (&, &) and 1s-2p;o (b, b,) states
in Ne/Li HCD and Ne/CaBa lamps. Broken lines point the time intefv§ls]

of the fitting: a;-[3.8+12.0] us a,-[6.4+24.0] us b-[16.4+64.4] ps

b-[7.2+79.2] us

Therefore, the coherent state of the excited atom’s ensemble adds some specific
coherent conductivity to the conventional one.
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According to Ref. [5] the only reason for this difference may be the specific rate
constants of superelastic interaction

Nel 2po"9merent + e, Nel 1g+ e andNel 5 Aonorent + o, Nel 2po+ e.

Our results suggest, that non thermalized electr@nare of different density
depending on the coherencalign/orient. These electrons stimulate the steeplike
excitation/ionization as a specific contribution to the gas discharge conductivity.

4. CONCLUSIONS

The TROGSAU® (t) induced by plane- and circular polarized light
pulse distinguish in waveform parameters.
The best fit made to the exponent part of TROGS reveals different decay of the
either of aligned or oriented atoms. It means different rate of the collisional
interaction dependent on the cohereatignment/orientation Ultimately, the
produced non thermal electrons contribute to the conductivity by the additional
excitation/ionization.

Therefore TROGSs describe a specific conductivity of one and same
ensemble of atomshat arealigned<«orientedselectively.
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Abstract. In this work a new type of surface dielectric barrier discharge is
presented where the plasma is generated on the surface of dielectric wall between
water (liquid) electrodes. An apparatus using such discharge is very attractive,
besides other things, for industrial treatment of hollow dielectric objects of
different sizes or it could be used for treatment of heat sensitivie materials. The
appearance of the plasma as well as its structure was observed by means of high-
speed camera while basic characteristics of the discharge were obtained by
optical emission spectroscopy and by current and voltage measurements. Here,
preliminary results as to the new discharge are presented.

1. INTRODUCTION

Nowadays in literature a lot of attention is paid to discharges generated
in water or other liquids or in contact with them [1 — 3]. The advantages of such
discharges for wastewater treatment, surface modification and treatment of heat
sensitive materials were already discussed [4 — 6]. The aim of the presented
research was preferentially the development of methods for surface treatment of
different hollow dielectric objects at atmospheric pressure. It was found that new
type of surface dielectric barrier discharge (SDBD) with liquid electrodes fulfils
these requirements. In this configuration the generated plasma covers visually
quite homogeneously the treated dielectric wall. We assume that due to the
extremely high electric field generated by the triple point effect [7] along
common boundary between air, liquid and dielectric surfaces the ,positive
corona effect” takes place which supports the formation of plasma.

2. EXPERIMENTAL SETUP

The schematic drawing of the SDBD is shown in Fig.1a while in Fig. 1b
the photos of the reactor and plasma are presented. The discharge was generated
along the boundary of air, dielectric and the 5% oxalic acid solution in distilled
water. The discharge was powered by high voltage power supply unit
LIFETECH with sinusoidal voltage output driven at 20 kHz (tuned to the
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resonance for each discharge conditions). The discharge generated results in
bluish coloured homogeneous plasma observable with the naked eye

Basic parameters of the discharge plasma (composition, rotational and
vibrational temperature, etc) were determined by optical emission spectroscopy
(OES) recording the spectra by Horiba Jobin-Yvon FHR 1000 monochromator
(2400 gr/mm* and 3600 gr/mi), the Symphony CCD detector and quartz
optical fiber.

The time resolved optical imaging of studied discharge was performed
using intensified interline CCD camera Princeton Instruments PI-MAX3: 1024i-
SR-46 (ICCD camera. The sequence of 200 photos with the gate exposure time
of 200 ns was recorded. In this way the whole pulse period was captured.

GROUND HV

ELECTRODE 2 ELECTRODE
3\
1

Figure 1. a) schematic drawing of the SDBD reactor: 1 - PP reactor with 5%
oxalic acid solution, 2 - glass quevette with 50 ml 5% oxalic acid solution

(conductivity 50 mS/cm, 3 — plasma region, b) photo of the reactor and the
discharge SDBD (applied power is 20 W).

a)

4. RESULTS AND DISCUSSIONS

The emission spectra were recorded in the spectral range of 250 — 750
nm. It was found that in the emission spectra of the discharge generated in air at
atmospheric pressure and influenced by water and water vapours one can
identify the most intensive bands belongs to the second positive system of
nittogen CII, (V) — B3Hg(v”) (for estimation of rotational and vibrational
temperature, Fig. 2), the 306.3 nm system of OH radicals (the R1 brdhch A
*— X1 was used for estimation of rotational temperature, Fig.2) and first
negative system N (FNS, BX, —X°Z).

It is known that the rotational temperature estimated from nitrogen is
always significant smaller than the rotational temperature determined from the
OH which correlates with the values measured for other types of surface DBDs
in ambient air [9 - 11].

Typical current and voltage waveforms of the SDBD are shown in
Fig.3. Note that current waveform is not symmetrical and that appearance of
positive and negative polarities differs. The current maximum peaks for the
positive polarity are much bigger and in general the time during which the
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plasma discharge exists is longer. With increasing of power the current peaks
also increase.

Although the plasma appears to be visually diffuse the fast camera
pictures shown complicated structure as shown in Fig. 4. Discharge consists of
short microdischarges which randomly appear and disappear. The appearance of
the discharge in each half cycle of the applied voltage is different. Applying
positive polarity filaments are not linear and have a tendency for branching while
in the negative polarity they propagate upwards as one channel. The intensities
of branches differs one from another which also correlates with Fig. 3.

—~—OH
—A—N; rotational
3000 T T T L L ' —v—N, vibrational
2500 | ‘ [ ‘ ‘ I )
M
2 2000 | ]
g ) ]
o)
2 i J
% 600 J ‘ | ‘
= l : s
400 R S 1
L L 1 L L L "

Power, W

Figure 2. Rotational and vibrational temperature vs. applied voltage.
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Figure 3. Typical current and voltage waveforms of the SDBD, power of 80 W.
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For higher powers the number of filaments is practically the same as

well as their length. The photos were taken with the gate exposure of 200 ns and
50 accumulations. The accumulation number was 50 because of weak intensity
of the discharge.

20w

40W

70w

a) b)

Figure 4. Photos of the plasma discharge: a) negative polarity, b) positive

polarity.
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Abstract. Optical emission spectroscopy and mass spectrometry measurement
were used to study a gas mixture glow discharge of HE®} at total pressure

of 1.0 and 2.0 Torr, a flow of 20 I/min. The emission bands were measured in the
wavelength range of 200 to 1100 nm. The species observed we@, ', O,

0", N, N', He, CO, CGQ, C,0, CN, N and N+, and He, which agree with mass
spectrometry measurement. The electron temperature and ion density were
determined by a double Langmuir probe. The electron temperature was=of T
3.35%0.34 eV, for 1.0 Torr and.F3.85+0.39 eV, for 2.0 Torr, and the ion density

in the order of 1 cm®.

1. INTRODUCTION

Many plasma studies have been directed towards the possibility of
decomposing C@from industrial and energy exhausts, thus contributing to the
polution abatement [1]. These studies have clearly shown thatcam be
efficiently decomposed in CO ands;Qnder the application of non-thermal
plasmas [2]. Additionally, the efficiency of the decomposition process can be
altered using mixtures of G@vith other gases, which also opens the possibility
of generating additional species of industrial interest [3]. Although the
application of DC discharges in pure molecular gases and their mixtures has been
increasing in recent years, full quantitative understanding of the chemistry in
such systems has not yet been reached. The principal reasons for this situation
are the lack of reliable data for many physical-chemical reactions and surface
processes. In previous studies [4], we performed an experimental
characterization of DC He-N mixture plasma using optical emission
spectroscopy and mass spectrometry. Following this direction, this paper is
intended to acquire knowledge of emission spectroscopy, and to carry out

295



27th SPIG Low Temperature Plasmas

measurements of electron temperature and ion density in a gas mixture glow
discharge of C@He-N,, at a total pressure of 1.0 and 2.0 Torr.

2. EXPERIMENTAL DETAILS

The schematic diagram of the experimental setup is identical to that
described in previous work [4, 5]. The discharge cell consists of two parallel
electrodes enclosed in stainless steel vacuum chamber. The two electrodes were
made of stainless steel disc, with 30 mm in diameter. The electrodes are
positioned at the center of the reaction chamber with 10 mm gap spacing. The
plasma chamber was pumped down by a vacuum system to a base pressure of
10° Torr. A continuous dynamic flow of GEHe -N, gas mixture was let in the
system through needle valves at the desired pressures. A DC glow discharge was
produced between the two electrodes. A lateral flange was a quartz window, used
to monitor the active species generated in the glow discharge by plasma emission
spectroscopy; the optical spectroscopy measurements (OES) were carried out by
using a high-resolution Ocean Optics Inc. Spectrometer HR2000CG-UV-NIR.
The grating has a spectral response in the range of 200 to 1100 nm.

A quadrupole mass spectrometer (QMS) is connected via cutoff and
needle valves to the recipient for process gas analysis by in situ MS. The process
gas composition and its changes during, Bl He plasma are measured using
Faraday cup detection mode at a pressure of 5.0°XTb@r inside the analyzer of
the mass spectrometer.

The double Langmuir probe employed in this work is identical to that
described in previous work [4, 5].

3. RESULTS AND DISCUSSION

A typical optical emission spectroscopic of £@e/N, glow discharge
plasma at a pressure of 1.0 and 2.0 Torr is displayed in Fig. 1. This allowed
analysis of the most luminous area, which corresponds to the negative glow near
the cathode dark space. The species observed werg O, O, N, N, He, CO,

CO,, C,O, CN, N, and N', this would imply that the main process for the
production of these species is the electron impact excitation, ionization or
dissociation. From the gas phase &/N,, excited neutral molecules as well
asthe primary radicals O, QC, C, CO, N and Nin their ground and excited
states, are generated by electron processes.

However, some species are not only produced by an excited neusral CO
ard N, molecules, another reaction mechanics that has the possibility of
occurring is a recombination: C+ CO C,0O and C + N— CN,.

The intensities of the emission lines and bands for 2.0 Torr are most
intense than that of 1.0 Torr (see Fig. 1). This dependence can be explained due
to the mean free path decreases as the pressure is increased, this leads to larger
number of excited particles, therefore to an increase in the signal detected for
most of the emission bands.
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From the measured experimental current-voltage characteristic probe at
a pressure of 1.0 and 2.0 Torr, we got an electron temperatuge=3.35+0.34
eV and an ion density of;re (9.27+1.14) x 18 cm™, for 1.0 Torr and
T=3.85+0.39 eV and an ion density ¢£n(9.21+1.11) x 18 cm™® for 2.0 Torr.
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Figure 1. Emission spectra of AHe plasma.

In this study, the MS parameters were optimized to provide the best
possible sensitivity and better spectra. Figure 2 shows the mass spectra at two
total pressures of the gas mixture.
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Figure 2. Mass spectra as a function of the total pressure of the gas mixture.
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The MS spectra show eight masses at 4, 12, 14, 16, 28, 32, 40 and 44,
corresponding to the presence of He, C, N, O, N2, 02, C20 or CN2 and CO2
species, respectively. The high intense peaks correspond to He, CO2 and N2,
while the intensity of the peak corresponding to the CN2 and CO2 molecules is
relatively low. Comparing Figures 1 and 2, the results of mass spectroscopy were
found to be consistent with the OES measurements.

4. CONCLUSIONS

In this study, we analyzed the plasma formed during low-pressure (1.0
and 2.0 Torr) glow discharge of J#CO/He by using optical emission
spectroscopy and mass spectrometry.

The species observed were C, O, O, N, N, He, CO, CG, C,O or
CN,, CN, N, and N+, and He, consistent with the results of mass spectrometry.

It was shown that the species observed are generated in the HIN,CO
mixture, predominantly by electron impact excitation, ionization or dissociation.

The formation of @O or CN, molecules, as observed in MS, could be
atributed to the recombination process, which leads to the formation of these
species.
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Abstract. The surface modifications using Ar plasma jets were studied with
special focus on the plasma properties. The dynamics of current peaks, dissipated
power values and emission spectroscopy depending on the dielectric substrate
material were measured. It has been shown that the plasma properties strongly
depend on the substrate when the plasma is in direct contact with it. Analysis of
the normalized emission line intensities shows that the effect of the substrate can
be measured not only in its proximity, but at the jet nozzle.

1. INTRODUCTION

Recently research community addresses the study of plasma jets [1,2].
Both plasma properties and its effects on the surface properties are studied.
However, we found lack of information about the studies on the influence of the
treated substrate onto the plasma properties. Some comments were given by Hao
et al. [3], but we believe this study should be done more extensive. It was decided
to use small plasma jet (with jet diameter of 1 mm) for localized treatment
applications. Electrical characterization and optical emission spectroscopy was
utilized to study the plasma properties.

2. EXPERIMENTAL

Plasma jets were produced and blown out from polypropylene tube
complemented with metal bar electrode. The dielectric tube has a conical form to
limit the gas flow and generate thin plasma column. To eliminate numerous
effects of gas mixture, it was decided to work only with analytical Ar (99.999%)
as a carrier gas. Glass, polystyrene, acrylic plastic and cellulose (paper) was in
contact with plasma jet. Electrical characteristics were studied by measuring the
current waveforms, Lissajous figures and dissipated power -calculations.
Emission spectroscopy was acquired using Andor Shamrock 303i emission
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spectrometer through an optical fiber located perpendicularly to the plasma
channel. Due to low plasma emission the slit width was varied fronudbt

200 um. Emission spectra were recorded when a fiber was pointed to the jet
nozzle and close to the substrate.

The high voltage was generated using a commercial power supply
Minipuls 4 (GBS Elektronik, Germany). It was developed to generate high AC
voltages up to 40kVp-p with operation frequency from 5 kHz to 40 kHz. Due to
a specific coupling between the transformer cascade and the plasma jet at
frequency of 19 kHz the output signal is a combination of two sine-like waves
(one with higher amplitude and one with lower). Such signal waveforms
contributes for the generation of cold plasma with less tube heating.

3.RESULTS

The study of current peaks (directly related with the number of Ar
filaments) showed that when plasma is touching the substrate the number,
amplitude and peak occurrence strongly depends on the substrate material, as, for
example, it is presented in Table 1.

Table 1. Current peaks occurrence when the plasma is touching the dielectric
substrate. Applied voltage 18 kVp-p, gas flow 0.8 L/min.

Material Positive Negative Frequency of Average
current current occurrence amplitude,
peaks peaks mA
Glass 4 2 Not in each period 10
Acrylic 6 3 In each period 5
Polystyrene 2 2 Almost each period 12
Paper 5 2 Almost each period 18

Figure 1 shows the dependences of the dissipated power depending on
the nozzle-substrate distance. For large distances when plasma jet are not
touching the substrate, the power values are same as expected, but when plasma
jet approach the surface, the slopes of power dependences are different for
different material.

It was decided to find out if the emission of the plasma changes
depending on the substrate type. Typical emission spectrum of Ar plasma jet is
presented in Figure 2. It contains emission of Ar | lines, second positive system
of N, and OH band. Near the jet nozzle the Ar lines are more intense, while at
the substrate the intensity of Ar lines are weak, while the light is mostly emitted
through de-excitation of nitrogen molecules.

The normalized intensities of selected lines depending on the substrate
material are presented in Figure 3. As it can be seen, the substrate is not only
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affecting the relative ratio of emission lines measured close to the substrate, but
measured at the jet nozzle also.
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Figure 1. Dissipated power as a dependence of the nozzle-substrate distance. Ar
gas flow 0.8 L/min, applied voltage 15 kVp-p.
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Figure 2. Emission spectra for Ar plasma jet touching the dielectric substrate
measured (a) at the nozzle, (b) at the substrate. Ar gas flow 0.8 L/min, applied
voltage 15 kVp-p, nozzle-substrate distance 10 mm, substrate material: glass.

The obtained data shows the importance of the substrate material on the
plasma jet operation. Further research is necessary to perform in order to explain
the phenomena, though it is certain that the dielectric properties of the substrate
material as well as the ability to save the surface charge are playing important
role [4].
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Figure 3. Normalized line intensities measured from Ar plasma jet touching the
dielectric substrate measured at the jet nozzle. Ar gas flow 0.8 L/min, applied
voltage 15 kVp-p, nozzle-substrate distance 10 mm.

4. CONCLUSIONS

It has been shown that electrical characteristics and light emission of the
single electrode Ar plasma jet is strongly depending on the dielectric substrate.
The number and frequency of current peaks as well as their amplitudes are
dependent on the material. The difference in the dissipated power values can be
explained by different dielectric properties of the substrate material. The analysis
of the selected nitrogen, OH and Ar lines showed that the relative ratio of lines is
different when the dielectric material is changed not only the spectra obtained
near the substrate, but at the nozzle exit also. More deep study is necessary to
elucidate the reasons of the observed phenomena.
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Abstract. This work reports six relative atomic transition probabilities of Ar 11
lines from the multiplet (*P)4d°P in the spectral region 320-339 nm, all of
which were measured in an emission experiment. The spectral lines were
emitted by a low-pressure-pulsed plasma. Electron temperatures of
1900022000 K were determined from the Boltzmann-plot of 11 Ar II spectral
lines available from sources cited in the bibliography. Electron densities of
(3.5-9.0) x 10”2 m~ were determined by a two-wavelength interferometry
method. The transition probabilities measured were compared with those given
by NIST, to reveal some systematic disagreement.

1. INTRODUCTION

Argon plasmas have been extensively studied over the last fifty years
due to their desirable characteristics [1] and the suitability of their spectral lines
to work as a tool for temperature diagnostics [2]. However, despite all the
efforts made to assemble an accurate set of transition probabilities (Ay) [3],
some of the data recommended by NIST [4] for Ar II spectral lines in the UV
region [5] have uncertainties of around 50%.

In this experiment, some relative Ay-values for UV Ar II spectral
lines coming from the multiplet (°P)4d’P have been carefully measured , trying
to reduce the uncertainty of the values given by the bibliography. The electron
temperature has been measured using Ay-values from 11 lines [6, 7], 5 of
which are qualified with B by NIST [6]. In addition, the existing data for those
lines [5, 8-10] have been carefully studied, finding a systematic disagreement
worth analyzing.
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2. EXPERIMENT AND PLASMA DIAGNOSTICS

The experimental set-up shown in Figure 1 has been described in
detail in previous articles [11] and therefore, only the most relevant aspects
will be summarized here for completeness. Measurements were carried out
using a low-pressure-pulsed plasma surce.

2
£

Tt

Intensity (arb. u

3385 70 TS 3\0 3385 190 3385

Warvalength (ren)

Figure 1. Left) Experimental set-up. Right) Example of one of the spectra
recorded.

The plasma was produced inside a cylindrical tube of Pyrex, 175 mm
in length and 19 mm in interior diameter. Argon at a pressure of 500 Pa was
continuously introduced at a rate of 1 cm® min " The pressure of argon was
adjusted to obtain minimal self-absorption and maximum intensity. The
plasmas were created by discharging a capacitor bank of 20 uF charged up to
7.5 kV. The gas in the tube was preionized by a continuous current of several
mA in order to ensure plasma reproducibility. In these conditions, the plasma
emission lasted for 150 us.
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Figure 2. a) Example of Ar II Boltzmann-plot corresponding to the 50 us.
b) Temperature and electron density evolution over the plasma life.

Plasma electron temperature was determined by using the
Boltzmann-plot technique for 11 Ar II spectral lines (Fig. 2a) for which the
transition probabilities were well known [6, 7], all of them belonging to the
spectral interval of 379-405 nm. The criteria to select the reference data was to
use the data from Bennett et al. [6] when they exist and their accuracy was B
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and from Aparicio et al. [7] in the other cases. The interval of the upper energy
levels considered is 19-25 eV. To determine the electron density, a two-laser
interferometry method [12] was used. Temporal evolution of these plasma
parameters is shown in Fig 2b).

3. RESULTS AND CONCLUSIONS

Figure 3 compares the transition probability values taken from
Bennett et al. [6] and from Rudko & Tang [5], henceforth Ap and Ay
respectively, with those measured in this experiment, Aty. As can be seen
from Fig. 3a), the Ay-values reported by [6] show very good agreement with
Arw, having the line of fit a y-intercept of 0.022 £ 0.015 and a slope of

1.011 & 0.037. It is possible to observe how the Ay; -values in Fig 3a) are
randomly distributed along the unit-slope line, giving a R-square value of
0.980.

. T T T T T T T T T T T T
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Figure 3. Comparison of the transition probabilities measured in this
experiment (Atw) with those from Bennett et al. [6] (Ag) and Rudko & Tang

[5] (Ag).

In opposition, as is shown in Fig. 3b), the line of fit for Az-values has
a y-intercept of -0.092 + 0.124 and a slope of 2.241 + 0.170 with a R-square
value of 0.978, which shows that the Ay values are 2.2 times larger than Arw
on average. In Table 1 we present the measured transition probabilities ordered
according to the upper and lower state, the wavelength for every transition and
the Ag and Arw values with their accuracy, as well as the ratio between them.
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Table 1. Transition probabilities of Ar II spectral lines measured in this work
(Arw) in units of 10° s, For the comparison, available data from [5] is given
(AR), as well as their ratio with the measured values. For both Aty and Ay the
accuracy in percentage has been included in brackets, with D representing
uncertainties between 41- 50%.

Upper state Lower state A (nm) Arw AR AR/ Arw

(CP)4d’Ps,  (CP)4p’S°,, 338.853 0.81(12) 1.9 (D) 2.35
CPY4p’P%, 329364 0.59(17) 1.7 (D) 2.88
(CP)4p’D°, 320432 0.24(12) 0.4 (D) 1.67

(CPY4d’P,,  (P)p’P°,, 330.723 1.43(12) 3.4 (D) 2.38
CPY4p’P%,  336.659 0.24(17) 0.41 (D) 1.71
(CP)4p’D°%,  327.332  0.20(16) 0.37 (D) 1.85

The present analysis shows how our measurements have a good
agreement with the most accurate ones from [6], whereas values recommended
by NIST from [5] are systematically 2.2 + 0.4 times larger than ours.
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Abstract. An optical diagnostic on the radio frequency (RF) plasma discharges in

N, - Ar gas mixtures have been conducted. A number of gas flow rates é&odN

Ar gas mixes were used in the experiment. A standard 13.56 MHz RF power
supplier was employed. The power generator operated from 60 to 100 W. The
optical diagnostic was conducted by measuring the relative intensities of Argon
atomic spectral lines for different gas ratios of argon and nitrogen, as well as for a
different RF discharge powers. The results of measurements and the short
analyses of RF plasma discharges conditions are presented in this work.

1. INTRODUCTION

The nitrogen molecule plays an important role in various aspects of
technology or/and environmental physics. Nitrogen is also important for
astrophysics, because of the fact that it comprises a significant fraction of
extraterrestrial space. It is also found in the atmospheres of Mars, Venus, Titan
and Triton. Industrial physics use electron impact excitation and ionizatiop of N
in many plasma and discharge technologies and applications. Diffuse discharge
switches [1], plasma etching [2] and laser devices are based on these processes.
In chemistry, processes in the plasma polymerization [3] and chemical detectors
are related to the nitrogen molecule. Excitation and ionization of nitrogen are
also important processes in various surface and coating technologies [4]. Plasma
nitriding [5], a well-known surface hardening technique is related with gas
mixtures where the presence of nitrogen is necessary. Argon gas also plays an
important role in the nitrogen gas mixtures and in the above mentioned plasma
technologies. Argon as a noble gas is very resistant to chemical reaction in
plasma gas mixtures and very often serves as buffer gas. The argon atom is also
very useful in plasma diagnostic due to sharp optical spectral lines in its optical
spectrum.
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2. EXPERIMENTAL SETUP

For the purpose of diagnostic RF plasma discharges, a cylindrical 304
stanless steel vessel was used to serve as a plasma chamber. The length of the
cylinder is 400 mm and its diameter is 100 mm. In the center of the cylinder is an
electrode from copper which diameter 6 mm. From the side of the chamber, there
is a quartz view port which is used for optical measurements. In order to control
gas mixture purity, a vacuum system with mass gas flow meters was used. The
high purity of N and Ar gases were introduced in the previously evacuated
plasma’s chamber by a vacuum pump, enabling control of the desired ratios in
the gas mixtures and limiting impurity. The high voltage RF generator was
connected to the central electrode of the chamber, while the ground was
connected to the outer body of the chamber. The standard 13.56 MHz frequency
was applied for RF discharges. The power which was used during plasma
discharges was in the range from 60 W to 100 W.

The optical system which enabled our optical measurements was
consisted of a collimated lens, long optical path spectrometer with high
resolution grating connected to a step-motor and a photomultiplier. The focusing
lenses were adjusted to focus the spectral radiation of plasma discharges which
took place at distance of 40 mm from the anode of the cylindrical tube system.
High resolution optical spectrometer was used to record spectral lines from 300
to 790 nm. The resolution of recorded spectrums was 0.01 nm, which was
achieved by using a high resolution grating and long optical path of spectrometer
of about 4 meters. The photomultiplier tube operated in continuous mode and the
photoelectron current was measured for every angular position of grating with
the spectra recorded using in-house software.

3. RESULT AND DISCUSION

The optical spectra of the RF plasma discharges inA gas mixtures
were measured under varying experimental conditions, including discharge
power, which was controlled by the current limitation of RF high voltage
generator and the ratios of gas participation in the mixtures by tuning the gas
flow rates. The optical measurements were performed in the spectral range from
300 nm to 795 nm. Beside argon atomic spectral lines, many nitrogen vibration
spectral lines were observed in the spectra (see Fig 1.).

For the purpose of diagnostics, we chose to analyze the relative
intensities of the argon atomic spectral lines for different ratios of the gas
participation in the mixtures, as well as for different discharge powers. The most
intense argon atom spectral lines were chosen where spectral noise is the
smallest thereby limiting the influence of experimental error. The chosen spectral
lines had high energy of the upper atomic states, which help in determining the
shape of tail region of electron energy distribution functions and enabling an
estimation of the mean electron energies during the different condition of
discharges. The chosen spectral lines are presented in table 1.
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Figure 1. An optical spectrum of the MAr plasma gas mixture.

Table 1. Argon atom spectral lines chosen for plasma diagnostic.

A (nm) Upper level Energy of up. Rel. Intensity
level (eV) (NIST [6])
750.38 3°3p°(*P°)4p 2[1/2] O 11.827 20000
751.46 3°3p°(?P°1)4p 2[1/2] O 11.623 15000
763.51 3%3p°(?P°,)4p 2[3/2] 2 11.548 25000
772.42 3%3p°(?P°%,)4p 2[1/2] 1 11.723 10000

The relative intensity of the argon spectral lines for different flow ratios
with nitrogen are given in table 2. From table 2 it can be concluded that the
argon spectral lines are most intense in the case when the percentage of nitrogen
in the gas mixtures was the lowest. It is considerable bearing in the mind that
nitrogen in this case takes only small part of electron energy. When the
participation of nitrogen is greater, relative intensities of the spectral lines
decrease as the nitrogen over takes the greater amount of electron energy through
collision processes. It should be noted that with a further increase of nitrogen
concentration, a small increase in the intensities of the spectral lines can be
observed again.

This behavior of relative intensities of argon spectral lines could be
explained by the changing shape of electron energy distribution function when
the ratio of participation gases in gas mixtures is changed. The required detailed
analysis would include theoretically predicted electron energy distribution
functions and an estimation of the rate coefficients for the excitation of the argon
atom in the upper electronic states of analyzed spectral lines. Also, the branching
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into the lower electronic states during de-excitation and radiation should also be
included in the more detailed analysis.

Table 2. Relative intensity of argon atom spectral lines for different flow ratios
in the mixtures with nitrogen

A (nm) Rel. Intensity Rel. Intensity Rel. Intensity
Rel. flow ratio |Rel. flow ratio Rel. Flow ratio
(2/10) (2/30) (2/60)
750.38 0.2398 0.0761 0.08636
751.46 0.0874 0.0108 0.04658
763.51 0.0970 0.0608 0.02484
772.42 0.0565 0.0115 0.01519

4. CONCLUSIONS

Optical diagnostic of radio frequency plasma discharges ramd Ar gas
mixtures was performed in the work. Several ratios of gas mixtureg afidNAr

ga®s were analyzed. The standard 13.56 MHz frequency was used in the plasma
discharges. The power of discharge ranged from 60 to 100 W. The optical
diagnostic was conducted by measuring the relative intensities of Argon atomic
spectral line emissions for different ratios of gas mixtures and RF discharge
powers.
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Abstract. We report the results of the laser induced underwater breakdown study
on Al and Si targets. Breakdown is induced with single nanosecond laser pulse.
Shock wave evolution is recorded and analyzed using schlieren imaging
technique. Spectral emission is studied by optical emission spectroscopy at
different delay times after laser plasma initiation.

1. INTRODUCTION

Laser induced breakdown (LIB) in liquids is a complex process initiated
by multi-photon absorption or by cascade ionization, and it was extensively
studied in the past years. This interest was mainly driven by emerging laser
applications in medicine [1,2]. The most important difference between plasma
formation inside gaseous environment and liquid comes from plasma
confinement and vapor bubble formation, accompanied by a high local pressure
and mechanical effects much stronger than those observed in a gaseous
surrounding [3,4]. Experimental investigation of these processes is a complicated
issue, since they occur on short timescale and in very small volume. Therefore, a
high temporal and spatial resolution survey is required.

In this work mechanical and optical properties of single pulse LIB on
submerged solid target in distilled water are studied by means of fast schlieren
photography and optical emission spectroscopy.

2. EXPERIMENTAL

Experimental setup used in this study is presented schematically in
Fig.1. Nd:YAG laser source operated at 1064 nm, with 20 ns pulse duration and
50 mJ energy was used for the plasma initiation. Laser beam was focused using
two lenses, where the second lens was built in the chamber wall directly, see Fig
1. Lenses were aligned in the manner that the laser beam induces breakdown on
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the surface of solid target placed vertically inside a chamber filled with distilled
water. Two chambers of different sizes were used: in the first one, optical path
length in the water wads= 3 cm and in the secohd 5 cm. Both chambers were
equipped with two quartz windows, see Fig 1. Pure Al and Si targets used in this
study were placed in target holders and moved after each laser shot.

b)
[}
X
ke}
=
szL1
KE T
L, ' L,
g _orficon] | {4
Spectrometer

Figure 1. Experimental setup for a) schlieren photography b) optical emission
spectroscopy. Nd:YAG lasar= 1064 nm, 20 ns pulse duration, energy 50 mJ,
WLS-white light source, FB-fiber bundle,, L, Ls-lenses, KE-knife edge, OL-
objective lens

Schlieren imaging was performed using setup depicted in Fig la.
Area above the target was illuminated with the white light source (WLS) light
guided through the fiber bundle placed closely to the chamber lateral window.
Back-illuminated area above the sample was further imaged with the Jens L
placed after the chamber exit window. Vertically mounted knife-edge was
positioned in the focus of the lens to monitor refractive index gradients
perpendicular to the sample. Final image was formed using objective lens
mounted on the iCCD camera. Plasma emission was recorded using setup in Fig
1b. Image of the plasma plume was projected onto the entrance siih(Mth
and 2.5 mm height) of the spectrometer (Shamrock sr-303i, Czerny-Turner type,
focal length 303 mm, with the grating of 1200 grooves/mm.) using lgnshe
plasma radiation was recorded with the iCCD detector mounted on the exit slit
plane of the spectrometer. The ICCD was operated by a pulse generator (DG-
535, Stanford Research Systems), allowing the choice of gate width and delay
time for time resolved data acquisition.

3. RESULTSAND DISSCUSION

Following the laser induced breakdown in the liquid shock wave (SW)
emerges, as a result of the disturbance induced by the pressure developed during
plasma formation [5]. Apart from the clearly distinguishable shock waves in Fig.

2, one can also observe intense plasma emission and vapor bubble when plasma
emission is not of too high intensity. Using the dimensionally calibrated
sequence of schlieren images recorded with different delay times, the shock
wave velocity can be estimated, see Fig 2, bottom row. Due to lower intensity of
plasma emission with Si target, shock wave velocity can be estimated at earlier
delay times compared to Al target. At 150 ns delay time estimated shock wave
velocity for Si target is approximately 4.2 km/s which is three times higher than
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normal sound speed in water. Subsequent slowing down of the shock wave is a
consequence of the energy losses in the shock front. Based on the estimated
average shock wave velocity, an average pressure of the shock wave front can
beinferred using equation (1) from [5]:

p. =y, (107" -1+ ®

Co» C1, C2 po, Pstat @re taken from [5]. For accurate pressure measurements
however, more sophisticated methods are needed that can assess SW velocity
precisely and in the close vicinity of the target surface [5]. Apart from the initial
shock wave formation, example of the second shock wave released after the
collapse of the vapor bubble is also presented in the Fig 2, last images in the first
two rows.
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Figure 2. Time evolution of the shock wave for Al target (first row) and Si target
(second row) fof =3 cm. The last image in the both sequences represents second
shock wave. Bottom row shows calculated average shock wave velocity and
pressure as a function of delay time after the laser pulse and distance from the
target, respectively.

Spectral recordings of the single pulse LIB on solid target in water are shown in
Fig 3. Spectra were recorded for the three delay times after the laser pulse 0.5, 1
and 2us, averaged over 20 laser shots. They are dominated by the intense
continuum emission, especially at early delay times when spectral lines are broad
and merged with continuum. At later delay times continuum intensity decreases
but then usually only lines from low excitation energy levels can be detected. In
the case of Al sample two resonance lines belonging tosfB8p-3’4s (P*-%S)
transition are clearly detected. Apart from Al | resonance lines, strong emission
of molecular band was also observed, and it was identified%is-8*z" AIO

(0,0) band. For Si sample, the recorded line profile of highest quality in the sense
of signal to noise and signal to continuum ratio belongs to $8p°33s*3p4s
(1S-1P) transition. Visible plasma radiation for Si sample lasted shorter than in
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the case of Al target and consequently it was recorded for only two delay times
0.1 and 1us after the laser pulse. Apart from the lines originating from target
material emission from the elements present in water was also detected. Example
is given in Fig 3d.
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Figure 3. Single-pulse laser induced emission spectra in distilled water for a) b)
Al sample c) d) Si sample
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Abstract. In the present paper we focus our attention to laser induced bubble
emerging after laser ablation of solid target in the liquid. The dynamics of bubble
evolution and optical properties are studied with fast shadowgraphy and with
scattering and transmission measurements.

1. INTRODUCTION

Formation of the laser induced bubble and its subsequent evolution has attracted
alot of attention in recent years. The interest is caused by numerous applications
in different research fields [1]. Detailed knowledge of bubble dimensions and
optical properties is important for optimal delivery of subsequent laser pulses.
The reason is that the bubble affects transmission of laser pulses during
expansion and cooling, and can lead to beam defocusing. Further experimental
and theoretical investigation is steel needed, especially in the case of laser
induced bubble on the solid target inside liquid [2].

2. EXPERIMENTAL

Experimental setup used in this study is described schematically in Fig.1.
Nd:YAG laser operated at 1064 nm, with 20 ns pulse duration and 50 mJ energy
was used for the plasma initiation. Laser beam was focused using two lenses,
where the second lens was built in the chamber wall. Lenses were adjusted in the
manner that the laser beam induces breakdown on the surface of metallic target
placed vertically inside a chamber filled with distilled water. Two chambers of
different sizes were used: in the first one, optical path length in the watér=was

3 cm and in the second ohe= 5 cm. Both chambers were equipped with two
guartz windows, see Fig 1. Pure Al and Si targets used in this study were placed
in target holders and moved after each laser shot.

Transmission measurements were performed under illumination of HeNe laser,
Fig la. The laser was expanded to ~5 mm diameter and sent through chamber
windows parallel to the target surface. On the opposite side of the chamber
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photomultiplier tube (PMT) with interferential filter (IF) for He-Ne wavelength
was placed and used for the detection of transmitted radiation. For the scattering
measurements probe was green laser diode beam sent through the beam expander
and directed on the target with incidence angle of ~60°, Figlb. The scattered
light was collected through chamber window and focused with lemio the
ertrance slit of PMT equipped with suitable IF.

For the shadowgraphy measurements, area above the target surface was
illuminated with the white light source (WLS). The light was guided through the
fiber bundle placed closely to the chamber lateral window, Fig 1lc. Back-
illuminated area above the sample was further imaged with the lepmded

after the chamber exit window. Final image was formed using objective lens
mounted on the iCCD camera.

o] b [0
a) )
ke] hel
Z P
|
T

: ) ‘ .
[HeNe ][ BE | H = \J H PMT H\Z—IHJ@_&:

Figure 1. Experimental setup for a) transmission b) scattering c) shadowgraphy
measurements. Nd:YAG laskr= 1064 nm, 20 ns pulse duration, energy 50 mJ,
Ly,L,Ls-lenses, BE-beam expander, HeNe-helium-neon laser, LD — green laser
diode, IR,IF,-interference filters, PMT — photomultiplier tube, WLS-white light
saurce, FB-fiber bundle OL-objective lens

3. RESULTS AND DISCUSSION

Using Beer-Lambert law estimated laser energy delivered to the target surface
was 60% and 43 % of the incident laser energy for the optical path lengths in
water | = 3 andl = 5 cm, respectively. For the calculation of laser energy
absorption through water column value= 0.072 crit was used [1]. Based on

the crater dimensions on the target surface estimated fluences were in the range 7
- 8 Jleni (0.35 - 0.4 GW/cr) for | = 5 cm, and 14.5 - 18 J/én(0.72 - 0.9
GWicn?) for | = 3 cm. Except for the decrease in energy losses through water
absorption, craters on the target were smaller and more regular when asing

cm thus producing higher fluences on the target surface.
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Figure 2. Comparison of optical signals for Al and Si targets as a function of the
delay time after the laser pulse a) transmitted HeNe laser beam b) scattered LD
beam. Optical path length in water was5cm

The result of transmission and scattering measurements are presented in Fig 2.
The transmission signal shows for the case of Al target several cycles of bubble
growth and decay. For the Si target only first bubble can be seen while
successive bubble rebounds are not clearly discernible. This situation is even
more pronounced in the case of scattering signal, where only for Al the second
bubble could be detected.

The bubble evolution in the sense of its size and shape were studied with fast
shadowgraphy. Example is given in Fig. 3 for the case of Al and Si targelt with

= 5 cm. From dimensionally calibrated images bubble size was determined. In
Fig 3 both bubble dimensions (height and width) are shown for both studied
target materials. Differences between two bubble dimensions were minor for the
first bubble, i.e. the observed bubble had almost hemispherical shape. After
bubble collapse formation of new shockwave and bubble occurred [3]. These
newly formed bubbles had very irregular shapes and sizes. With fast
shadowgraphy two or three bubble cycles were detected in first millisecond after
the laser pulse for both targets and both focusing conditions. Applying
approximate formula (1) widely used in literature [2], energy contained in the
first bubble can be estimateflom the maximum radius:

EbzgﬂRiax(pstat_pv) (1)

where difference between static pressure in liquid and pressure of the vapor
inside the bubblepf,:-p,) is inferred using (2)

P
Pstat ~ By

T, represents first bubble collapse time. Results are summarized in Table 1.

T, =1.83R,,, )
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Figure 3. Bubble evolution and decay recorded with fast shadowgraphy
measurements for Al (upper row) and Si target (bottom row). Optical path length
in water wasl = 5cm. Bubble dimensions determined from image sequences
above are shown on graphs for Al target (left) and Si target (right).

Table 1. Calculated bubble energigs for Al and Si target

Rmax (mm) Te (llS) Eb(m‘])

Al [=5 3.16 540 7.56
=3 3.15 520 8.03

S [=5 2.98 505 6.45
=3 2.95 525 5.67
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Abstract. Stark shift of the neutral helium spectral lines'P@p- 3dD at 667.8

and 2p°3P° — 3s3S at 706.5 nm are measured in the plasma of a linear low
pressure pulsed arc. Plasma electron density in the range 9 - 68 mis
determined fromthe wavelength separation between allowed He | 447.1 nm (2p
3p° - 4d°D) line and its forbidden component (3 - 4d>F°). Plasma electron
temperature in the range 26 000 — 34 000 K is determined from several Si Il lines.
Measured spectral line shifts are compared with results of several theoretical
calculations.

1. INTRODUCTION

Helium is present in plasma sources used for many applications. The use
of helium isolated spectral line shapes is very popular techniques for electron
density,N, diagnostics of these plasmas. In order to establish physical background
great effort was devoted to study He | spectral lines shapes theoretically [1, 2] and
experimentally [3-5]. Recently, theoretical studies of He | lines in dense plasmas
with the inclusion of dynamic screening [6] and mutual interaction between
particles [7] have been published. The difference between line shift valNgmat
[6] and [7] and lack of experimental data in releviptregion motivated us to
perform this experiment. Study was limited to the line shifts only, since the line
widths are affected by self-absorption in our experimental conditions.

2. EXPERIMENT

In this He | line shape study, linear low pressure pulsed discharge
aready described in [8] was used as a plasma source, see Figure 1. Therefore,
only minimum details are given here for completeness. A pulsed discharge has
the tungsten electrodes mounted inside quartz tube (inner diameter 8 mm). Both
electrodes have 0.6 mm diameter central openings to enable spectroscopic
measurements along the axis of plasma column. Continuous flow of helium or
helium with 3% of hydrogen (initial gas pressure in the discharge tube: 120
mbar) was used. A typical current shape measured by Rogowski coil and
recorded with an oscilloscope is shown in Figure 2. The discharge was driven by
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the low inductance 1mF capacitor charged up to 9 kV. The pulse-to-pulse
current reproducibility, significantly improved by dc glow preionization, was
better than 1%.
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Figurel. Experimental setup

For data recording and acquisition two systems were used. One based
on a 0.3 m Shamrock 303 spectrometer equipped with Andor ICCD camera
DH724 and another based on scanning 1m McPherson monochromator equiped
with photomultiplier and digital storage osciloscope. A 1:1. axial image of
plasma source was projected on the entrance slits of both spectrometers by
means of corresponding folding mirrors and quartz focusing lens or focusing
mirror. The recording systems were synchronized with the pulse from Rogowski
coil.
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Figure 2. a) Current pulse, electron density and electron temperature decay.
b) The overall shape of the He |1 447 nm lines during plasma decay.
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The electron temperature was determined from lines at 386.26, 412.805,
413.089, 597.756, 597.893, 634.71 and 637.136 nm during plasma decay, see
Figure 2a.

Plasma electron density was determined from the wavelength separation
between allowed He | 447.1 nm (ZF° - 4d °D) line and its forbidden
component (2p°P° — 4d *F°) recorded during plasma decay (at different times
after current maximum, see Figure 2, and evaluated using approximate formula

(8]

b(T,)
S
logy, (N, )= 21.5+ log, (0.14733 -1 (1)

where b(Tg) = 1.46 * 8380 T, and T, is shown in Figure 2a.

3. RESULTS AND DISCUSSIONS

The shape of hydrogen Balmer alpha as well as profiles of neutral
hdium lines 667.8 and 706.5 nm recorded at different moments of plasma decay
are presented in Figure 3. The narrow peaks visible in the vicinity of all line
profils originate from the low electron density plasma jet. The plasma jet is
formed due to rapid plasma expansion through the small (0.6 mm diameter)
openings located at the end parts of electrodes, see Fig.1.

shift - d

:

Hel
2p'P°-3d'D

g

Relative intensity
§
I
Relative intensity

:

Anm]

Figure 3. Shapes of the He | lines at 706.5 and 667.8 nm (together with
hydrogen Balmer alpha line) at different times of plasma decay.

The side-on observation study of this jet was not possible to perform due to
mechanical construction of the discharge tube. From the end-on observation of
emitted radiation one can conclude that: a) narrow peaks were observed in close
vicinity of all maxima of recorded lines, b) the wavelength of each line peak was
the same for all recordings during plasma decay and coincide with position of
corresponding spectral line maximum recorded at very late time of plasma decay,
see lowest profile in Figure 3a. In addition, line widths of those narrow peaks
were close to the instrumental half-width and the wavelength difference between
narrow peaks of the hydrogen Balmer alpha line and neutral helium line 667.8
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nm corresponds to wavelength separation between unshifted lines evaluated from
wavelength tables. Therefore, the line shifts were determined as wavelength
separation between line maximum and corresponding narrow peak. Measured
line shifts, theoretical and other experimental data are presented in Figure 4

2p°P°-3s’s
706.5 nm

—n n

* 2 * (5]
g 40
0,014 —m ®  This work

1E22 1E23 1E24 1E‘22 lE‘ﬂ 15‘24
s .
N, [m] N, [m’]

Figure 4. The comparison of the theoretical and experimental data for the shift
of the He | lines at: a) 706.5 nm and b) 667.8 nm.

As can be seen from Figure 4, characteristic deviation from the straight line of
line shift dependance foN, greater than 8 m* was not detected in our
experiment. In order to resolve this descrepancy at lafderadditional
measurements progress.
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ON THE POSSIBILITY OF THE ELECTRON
DENSITY ESTIMATION BY USING
THE INTENSITY RATIO OF TWO
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Abstract. In this work we would like to show the possibility of the electron
density determination by using the intensity ratio of O Il 441.491 nm and O I
441.697 nm line. The experiment performed in plasma produced in a small
electromagnetic shock T-tube showed that the intensity ratio between the two
mentioned ionized oxygen spectral lines is sensitive to electron density changes.

1. INTRODUCTION

The possibilities and methods for plasma electron density determination
are always of interest for scientific purposes as well as for plasma applications. It
is well known that, in optical spectroscopy, hydrogen and helium spectral lines
are the most suitable lines for electron density determination. If the plasma does
not contain hydrogen or helium, other lines can be used for plasma diagnostic
purposes. Namely, in cases where the relation between theoretical and
experimental Stark parameters, halfwidths and shifts, is well established, these
parameters can be used for electron density determination. In this case we would
like to present the possibility of the electron density determination by using the
intensity ratio of O Il 441.491 nm and O Il 441.697 nm lines.

2. EXPERIMENT

In this experiment we used a small electromagnetically driven T-tube as
aplasma source. More details can be found in [1,2]. Here, some details will also
be given for the sake of completeness. The T-tube is made of glass with the inner
diameter of 27 mm. The brass reflector is placed at 140 mm from the discharge
electrodes. The filling gas was pure helium at pressures of 200, 300 and 400 Pa.
lonized oxygen and silicon also appear as a very small impurity of the helium
plasma. They originate from the glass T-tube walls. The T-tube was energized by
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using a 4 puF capacitor bank charged up to 20 kV. The scheme of the
experimental arrangement is the same as is given in [3] (Figure 1). The discharge
was initiated by the 11 kV trigger pulse via the spark-gap.

1m Monochromator

-
Trigger
pulse
Al Trigger
camera  v'11 kV unit

:l—l_ Oscilloscopg Voltage

o comparator
Optical fiber |
Resist
- eSS A Rogowski coil [ High

Reflector = Capacitors \F/]%l\}\tl%\ e [—
T - Tube SUppIay

Figure 1. Block diagram of the optical and electrical arrangement of the T-tube
experiment.

The discharge current was monitored by a Rogowski coil and an
oscilloscope. Spectroscopic observations of plasma were made by a 1-m
monochromator and an ICCD camera. The signal from the Rogowski coil was
also used as the trigger signal for the ICCD camera. The observation point was
fixed at 20 mm in front of the reflector. The exposure time wasu8.5The
optical signal was led to the entrance of the monochromator by optical fiber. The
monochromator is equipped with a 1200 g/fngrating, with 0.833 nm/mth
inverse linear dispersion.

Every experimental line profile is obtained as an average profile from
25 shots. The whole system, monochromator, ICCD camera and oscilloscope,
was controlled by a personal computer.

Special attention was paid to the self-absorption checking test. The
standard test, with the an external mirror behind the plasma, shows that the self-
absorption effect is completely negligible under used experimental conditions.

3. RESULTSAND CONCLUSIONS

The example of the part of the spectrum which contains the mentioned
O Il lines and He | 447.148 nm line is shown in Fig. 2. The lines with smaller
intensities, which appear over the helium line profile, are mostly other O Il lines.
He | 447.148 nm line is used for electron dendity, determination.

Two methods were applied. One method uses the peak sepatatiavhile the
other uses the halfwidthy, of the helium line. For the electron density

determination by usingM\ we used the formula given in Ivk@vet al [4] and in
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Figure 2. Part of the spectrum with the spectral lines of interest. The parameters

of the helium line are also indicated.

Pérez et al [5] and halfwidth data given in Pérez et al [5]. The results are given in
Table 1 and shown in Fig . 3. It is obvious that the ratio between intensities of
the O Il 441.491 nmi{) and O Il 441.697 nmlf) line changes if the electron
density changes. The electron temperature was estimated from the Boltzmann
plot of several Si Il lines.

Table 1. The results of the intensity measurements

Te (K) Ref. Method Ne (M) 14/,
14000 Ivkovi et al [4] peak separatioA\ 1.18-16° 1.76
Pérezetal [5]  peak separatioA\ 1.05-16°
Pérez etal [5] halfwidtiv 1.15-16
14000 Ivkové etal[4]  peak separatio\ 1.30-16° 1.75
Pérezetal [5]  peak separatioA\ 1.16-16°
Pérez etal [5] halfwidtiv 1.25-16
15000 Ivkov et al [4] peak separatioA\ 222160  1.62
Pérezetal [5]  peak separatioA\ 2.12.16°
Pérez etal [5] halfwidtiv 1.90-16
16000 Ivkové etal[4]  peak separatio\ 2.67-16 1.50
Pérezetal [5]  peak separatioA\ 2.74-16°
Pérez etal [5] halfwidtiv 2.60-16°
16000 Ivkové etal[4]  peak separatio\ 2.84-16¢ 1.35
Pérezetal [5]  peak separatioA\ 3.00-16°
Pérez etal [5] halfwidtiv 2.70-16°
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Figure 3. The intensity ratio dependence on electron density

Small changes in temperature have no significant influence on electron
density determination. This can be seen from the formula given in kbl
[4].

Here, only preliminary measurements are presented. From Figure 1 it
can be seen that there were difficulties in determining the param@tensdw.
Namely, several O Il lines which are superimposed on the He | 447.148 nm line
make the determination of the parameters less accurate. This influence was not
analyzed in this preliminary measurement. Our intention is just to pay attention
to the sensitivity of O Il 441.491 nm and O Il 441.697 nm line intensity ratio to
changes of plasma electron density. In order to use this parameter for diagnostic
purposes it is necessary to provide more precise measurements and extend the
electron density interval.
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T. Gajo, Z. Mijatov¢, S. Djurovi, I. Savt and R. Kobilarov

University of Novi Sad, Faculty of Sciences, Department of Physics
Trg Dositeja Obradovic¢a 4, 21000 Novi Sad, Serbia
E-mail: dorag@uns.ac.rs

Abstract. Stark width and shift of Li | resonant doublet at 670.8 nm is reported.
As plasma source, electromagnetically driven T-shaped shock tube was used.
Measurements were done at plasma electron density of 88&i@nd plasma
temperature of 16000 K. Obtained results are compared with the theoretical and
available experimental results.

1. INTRODUCTION

Stark broadening parameters of Li | spectral lines have been rarely
measured. There are a small number of papers devoted to this subject and only
three [1-3] were selected in critical review [4] and only one devoted to Li 670.8
nm spectral line [5] (mentioned in [6]). Actually, lithium can be found in the
star’'s atmosphere, laser produced lithium plasmas, Lithium Tokamak
Experiments (LTX) and other tokamaks and plasmas. In all of these plasmas
lithium lines can be used for plasma diagnostics purposes, especially for plasma
electron density determination. Great interest in Li | spectral lines appeared in the
last period (see for example Ref. 7 and reference therein).

Here, we report results of measured Stark broadening parameters (width
and shift) of Li | 670.8 nm resonant spectral line. This line is actually consisted of
two close spectral lines at 670.776 nm and 670.791 nm of the mubsg®t—2p
2P, Measurements were done using electromagnetically driven T-shaped shock
wave tube as a plasma source.

2. EXPERIMENT AND DATA PROCESSING

Experimental set up is shown in Fig. 1. Radiation from the T-tube is led
through an optical fiber to the entrance slit of 1-m monochromator equipped with
1200 g/mm diffraction grating (McPherson 2061). The spectra were recorded by
fast ICCD camera (Stanford Research 4 Quik Edig). The view angle of optical
fiber is 2 deg. This provided satisfactory spectral intensities. It is well known that
T-tube plasmas are homogeneous along the radius. The working gas was helium
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under the pressure of 200 Pa. The reflector (see Fig. 1.) was covered with LiCl.
The Shock wave, developed during discharge, caused the ejection of Li atoms
and formation of plasmas containing Li.

-

ICCD

1-m monochromator

Optical fiber
Reflector

Q Hollow cathode discharge

Figure 1. Experimental set up.

The spectral range covered by spectroscopic system was between 663.7
nm and 674.2 nm. This enabled simultaneous recordings of He | 667.8 nm spectral
line and radiation of Li | at 670.8 nm. As a result of plasma ablation from glass
walls some Si lines also appeared. Recorded spectrum is shown in Fig. 2 as an
average from 50 shots. This humber of shots is chosen in the way that standard
deviation of the average spectral recordings (in the range of spectral lines) was
inside 2-3 %. For the shift measurements two Ne | spectral lines emitted from
hollow cathode discharge at 667.8276 and 671.7043 nm were used.

60000

Li1670.776 +670.791 nm

40000 |-

e

» Sill 667.19 nm
He 1 667.8 nm
-”’.4.
i 11669.938 nm

&
|

Si 11 666.03 nm
...

Relative intensity (a. u.)

Sill 671.704 nm

20000

0 s 1 s 1 s
664 666 668 670 672 674

Wavelength (nm)

Figure 2. Recorded spectrum.
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Since the plasma was practically pure helium plasma the method of
line-to-continuum ratio was applied for plasma temperature determination using
He | 667.8 nm spectral line [8]. Plasma electron density was determined from the
Stark width of the same line in conjunction with the theoretical predictions [9]
and results from [10]. In these procedures deconvolutionsgfx) profile
(inherent to neutral spectral lines) and Gaussian (consisting of instrumental and
Doppler component) was applied. It is well known that T-tube plasmas are in
LTE and that gas and electron temperatures are equal. This is confirmed through
mentioned deconvolution procedure when one of the entering parameter was gas
temperature (Doppler width). Later it was also confirmed through the processing
of Li I lines. From the previous measurements at similar experimental conditions
[11] it was shown that even He | lines are not self absorbed, so such a small
amount of lithium cannot cause self absorption. Obtained values for plasma
electron density and temperature #85-16°m* and 16000 K, respectively.

Investigated Li | spectral lines are separated 0.015 nm but belong to the
same multiplet. This means that they have the same Stark broadening
parameters. Accordingly to NIST Atomic Data Base [12] these lines are of the
same intensity. This fact simplifies the simultaneous procedures of separation
and deconvolution of the profiles. Another facilitating fact is that these lines are
weakly influenced by ions, i.e. the profiles are almost pure Lorentzian [9].
Having this in mind, the experimental profile of Li | spectral recordings
corrected on underlying continuum were fitted on two Voigt profiles separated
by 0.015 nm. As fixed input parameters measured values of instrumental
halfwidth (0.054 nm), plasma electron density and plasma temperature (Doppler
width 0.0587 nm) are taken into account. In Fig. 3 experimental profile corrected
to underlying continuum together with the fitted profile is presented.
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Figure 3. Experimental and fitted profile of Li | 670.7 nm line.
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3. RESULTS AND CONCLUSIONS

After separation and deconvolution procedures it was found that Stark
width of Li lines was 0.0350 nm. Estimated error, including errors for all
measured values found to be about less than 10 %. Obtained Stark width was
compared with the value predicted by [9] scaled to measured plasma electron
density and temperature. It was found that ratio of measured and theoretical
value is 0.989. The only available experimental results [5] gives this ratio of
1.03-1.04. The measured shift of the Li | lines was -0.0198 nm what gives the
ratio to the theoretical value [9] of 3.09, while that ratio from [5] is 0.86.

Obtained Stark width in this work is in good agreement with the
theoretical and experimental results. In this work the deconvolution and
separation of the Li | profiles were applied, while in [5] such procedures were
not reported. On the other hand, considerable disagreement between measured
shift in this work and both, theory [9] and experiment [5] is found. It must be
noted that the shift of the investigated lines is very small and different methods
for shift determination were applied in this work and in [5] where position of
investigated lines at late time of plasma decay was used as referent position of
unshifted line. Of course, much more advanced techniques applied in this work,
than those applied in [5], should be taken into account.
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TIME RESOLVED ICCD MEASUREMENTS OF
ASYNCHRONOUS DOUBLE PLASMA JET
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Y nstitute of Physics, University of Belgrade, Pregrevica 118, 11080 Belgrade

Abstract. In this paper we investigate behaviour of double plasma jet device by
using electrical and time resolved optical emission measurements. Our plasma jet
system is consisted of two single jets put in parallel with 20 mm distance between
the glass tubes. Applied voltage was around 7 kVpp and power transmitted to the
plasma was 1.8 W. Target made of plastic was placed at the distance of 15 mm
from both jet nozzles. Here we will show time resolved ICCD images of double
jet system. From the images it is clear that the plasma jets are not time and space
synchronized despite the same power supply. The delay between appearances of
the plasma packages outside the glass tubes of the jets is approximately 1.6 us.

1. INTRODUCTION

Plasma jets are nowadays most common laboratory plasmas because of
its simple construction and relatively low price. They are powered with high
voltage signals, sine wave or pulsed, produced by a power supply that is usually
custom made [1, 2]. Noble gas flow is used for obtaining stable glow discharge,
decreasing breakdown voltage and for transport of reactive species to the sample
surface. Plasma jets are relatively small in diameter, only few millimetres, but
rich with chemical reactive species like radicals (N, O), ions @, N,', O,",

He") and molecules (§NO) [3, 4]. Small size of single plasma jet is suitable for
precise treatment, but for covering larger areas jets can be arranged in 1 D or 2 D
arrays [5-7]. One the most common application field of plasma jet, as a single or
in array, is in medicine because of disinfection efficiency, wound healing, tooth
bleaching, caries removal, etc. [8, 9]. Strong jet to jet interaction, coupling
between them and with the electrical circuit are a key factors for understanding
homogeneity and behaviour of the array. In this paper we will present results of
asynchronous behaviour of two parallel plasma jets obtained by using time
resolved ICCD measurements.

2. EXPERIMENTAL SETUP

Double plasma jet (see figure 1) used in this research is made of two
glass tubes (inner diameter 4 and outer diameter 6 mm). The distance between
the centres of the jets is 2 cm. Two pair of electrodes made of copper foil (9 mm
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in diameter) are wrapped around the tubes. Powered electrodes are closer to the
edge of the tube. The gap between the grounded and powered electrode is 15 mm
in both jets. Plastic target is placed at the distance of 15 mm from the both edges
of the glass tubes. Behind the target adhesive copper foil is placed and connected
to the resistor of 100¢k in the grounded branch of the circuit. For powering
plasma jet we use wave generator, custom made amplifier and high voltage
transformer. The powering system is adjusted with variable inductance for the
operation frequency of 80 kHz. 66Qkresistors are placed between power
supply and powered electrodes and between grounded electrodes and resistor of
100 kQ. Helium was used as a working gas and the flow rate was 4 sIm.

HV  Ground

Figure 1. Experimental setup

3. RESULTS AND DISCUSSION

Current and voltage waveforms with the triggering positions are
presented on figure 2. Peak to peak voltage is about 7 kVpp and the current is
about 5 mApp. When plasma is ignited both signals are almost in phase with
voltage slightly lagging the current signal. Triggering positions are marked with
letters (A-P) from 0 to 12.0 us with a step 0.4 ps. Calculated power transmitted
to the plasma was 1.8 W.
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Figure 2. Current and voltage signals with labelled trigger positions
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Figure 3. Time resolved ICCD images for double plasma jet, helium flow 4 sim,
and applied power 1.8 W

ICCD images are presented in figure 3. In first triggering position
A (0 us) current is slightly below and voltage above zero. For this position light
emission is very low with the afterglow from previous period when plasma
package was travelling between the edge of the glass tube and target. At position
D (2.4 ps) plasma is starting to ignite at the right edge of the powered electrode.
For this triggering position voltage and current are at the negative minimum.
With the increase in the current and voltage signal plasma is expanding towards
the grounded electrode (triggering position E-G). In the positive slopes of the
current and voltage signals light emission is almost absent until the triggering
point K (8.0 us). Now current signal has reached maximum and electrical field is
sufficient for the plasma bullet precursor formation, but only in the lower jet. At
the same time plasma precursor is not formed in the second jet (upper jet in
figure 1.). At position M (9.6 us) plasma reaches target in first and at position
O (11.2 ps) in the second jet. The average speed of plasma packages in both jets
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is about 6.4 km/s. This is much lower than 17.5 km/s obtained in case of single
plasma jet without target and about the same for the inter electrode speed 5 km/s
[1]. Delay between the formations of the plasma packages outside the glass tube
for both plasma jets is approximately 1.6 us. Also, from the images it can be
seen that there is some repulsion between two positive plasma channels.

4. CONCLUSION

Here we presented results of double plasma jet system. By using time
resolved ICCD measurements we have detected asynchronous behaviour of the
jets. Asynchronous behaviour of the plasma jets are not yet fully understood
phenomenon and it needs further investigation. Fine time tuning of the jets in
array can open new possibilities in plasma application. Also different jets can use
different gas mixtures especially in thin film multi-layer and nano coating
deposition.
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CW-CRDS STUDY OF RECOMBINATION OF H;"
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Abstract. The experimental study of H;" ion recombination with electrons is
presented. The use of continuous wave cavity ring-down spectroscopy enabled
in situ determination of abundances, the rotational and the translational
temperatures of the recombining ions. We monitored the population of three
rotational states of the ground vibrational state, corresponding to para and ortho
nuclear spin states, in the discharge and the afterglow plasma. From time
resolved number density measurements we determined the effective
recombination rate coefficient of the ion-electron recombination at various
experimental conditions.

1. INTRODUCTION

The study of the dissociative recombination of the simplest triatomic
ion H;" has challenged experimentalists and theorists for many years [1].
Because of the high hydrogen abundance in the universe, the process of binary
recombination of H;" plays a pivotal role in the chemical evolution of interstellar
clouds, and also in hydrogen-containing plasmas. A successful quantum
mechanical description of H;  recombination was developed relatively
recently [2]. Storage ring experiments with cold ion sources obtained a binary
recombination rate coefficient in good agreement with this description [3,4]. One
important part of the study of H;  recombination with electrons was the
difference between the recombination rate coefficients measured in plasma-type
experiments and storage ring experiments. Experiments in helium buffered
afterglow plasmas showed very fast helium assisted ternary recombination,
which leads to enhanced deionization of the plasma [5]:

H; + ¢ + He —*— neutrals + He, (1)

where o is the effective coefficient of recombination, defined as the apparent
binary rate coefficient (for details see Ref. [6]). This process eliminated many
remaining discrepancies in H;" recombination studies. A prominent exception to
this is Amano’s spectroscopic study [7] in pure H, buffered afterglow plasma,
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which gave even higher recombination rate coefficient that was independent on
H, number density. We report preliminary results of experiments conducted
using SA-CRDS (stationary afterglow with cavity ring-down spectrometer)
apparatus in helium buffered afterglow plasma. The dependence of effective
recombination rate coefficient on H, number density at 300 K was investigated.

2. EXPERIMENT

The SA-CRDS apparatus is described in detail elsewhere (see e.g. Refs.
[6,8]), so only a short description will be given here. In the experiment, the
plasma is formed in a pulsed microwave discharge in a mixture of He/Ar/H,
(with typical composition 107, 10", 10" - 10'7 cm™). The power from the
microwave generator is cut off by an external high voltage switch within a fall
time of < 30 us. The fused silica discharge tube (inner diameter ~1.5 cm) is
cooled by liquid nitrogen or pre-cooled nitrogen gas in the range of 77-300 K.
To avoid the excessive heating of the gas during the discharge a fairly low
microwave power is used (in the range 5-15 W).

The ion density measurement is based on cavity ring down spectroscopy
in the continuous wave modification (cw-CRDS), for details see Refs. [8,9]. The
light source is a distributed feedback (DFB) laser diode with central wavelength
of 1381.55 nm, linewidth < 2 MHz and maximum optical output power of 20
mW. The wavelength is measured absolutely by EXFO WA-1650 Wavemeter
and relatively by Fabry-Perot etalon. The light signal exiting the optical cavity is
detected by InGaAs avalanche photodiode. A schematic picture of the apparatus
is shown in Fig. 1.

He/Ar/H,
* LN,/N, \ Pumping
~ ?
o=
Laser =1
— ([ ]:l:: —— L{ J|—>|Detector
N ’
Pulsed
MW

Figure 1. Schematic diagram of the Stationary Afterglow apparatus with cw-
CRDS absorption spectrometer. The discharge tube at the centre (containing a
He/Ar/H, gas mixture in this case) is immersed in liquid or pre-cooled gaseous
nitrogen. The plasma is ignited periodically by pulsed microwave discharge
(MW) in the optical cavity, formed by two highly reflective mirrors. The light
signal exiting the optical cavity is detected by an InGaAs avalanche photodiode.

The time resolved densities of three of the lowest rotational states of the
ground vibrational state of the H;" ion were measured using the second overtone
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transitions 3v,'(2,1) «— 0v,°(1,1), 3»,'(2,0) « 0v,°(1,0) and 31,'(4,3) «
0v,°(3,3), corresponding to a para and two ortho states (for details on
spectroscopic notation see Ref. [10]). The overall number density of H;™ ions is
then calculated under assumption of thermal population of states. The effective
recombination rate coefficients are evaluated from the H;" ion density decay in
the afterglow of the discharge. For details on data analysis see Ref. [6]. The
kinetic temperature of the ions in the discharge and the afterglow plasma is
determined from the Doppler broadening of the absorption lines. Example of
measured absorption line profiles is plotted in Fig. 2. The rotational temperature
is evaluated from the relative population of probed states. Both kinetic and
rotational temperature of the H;" ions is close to the temperature of the discharge
tube (Ta) within a few Kelvins. For thorough discussion on thermalization of
H;" dominated plasma see Ref. [6].

1.4 T T T T T T
(a) 1(b) - (c)
12} 4 1 :

10f 4 1 -

0.0 P N 1 ]

72349 72350 72372 7237.3 72412 72413
A(cm™)

Figure 2. Example of absorption line profiles of the H;" ion measured in 850 Pa
of helium, (a) transition 3v,'(4,3) «— 01,°(3,3), (b) transition 3v,'(2,1) «
0v,’(1,1), (¢) transition 3v,'(2,0) < 01,°(1,0). The mean value of the kinetic
temperatures evaluated from the Doppler broadening of the absorption lines is
Tkin = (115 + 10) K.

3. EXPERIMENTAL DATA AND RESULTS

The dependence of effective recombination rate coefficient on H,
number density was studied at temperature of 7i,,; = 300 K and for H, number
densities in the range of 10" - 3x10'® cm™. The results are plotted in Fig. 3. As
can be seen from Fig. 3, the value of effective recombination rate coefficient
increases with increasing H, number density for [H,] < 8x10" ¢cm™ and then
saturates at a value of oy ~ 2x1077 em’s”™". This is in good agreement with the
values obtained by Amano [7] in pure H, that are indicated by dashed line
in Fig. 3.
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Figure 3. Measured dependence of a.; on H, number density at Ty, = 300 K
and P =900 Pa of He in a He/Ar/H, mixture. The values measured by Amano [7]
in pure H, are indicated by dashed line.

4. SUMMARY AND CONCLUSIONS

The preliminary results of experimental study of H;' recombination
with electrons at temperature of Ty, = 300 K were presented. A nontrivial
dependence of effective recombination rate coefficient on H, number density
was observed, linear dependence at lower number densities and saturation in the
interval studied by Amano. The results are summarized in Fig. 3. Further
experiments are in progress.
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Abstract. In this study, a pulsed electrical discharge in liquid has been used for
production of semiconductor nanoparticles (NPs), in particular silicon
nanocrystals and ternary chalcogenide compounds of copper. The NPs
preparation conditions have been optimized using optical emission spectroscopy
(OES) in the visible and near ultraviolet regions. The elements present in the
plasma were identified. The electron density and temperature were determined
from the analysis of the Stark broadening of the spectral lines and the Boltzmann
distribution of the excited atoms, respectively.

1. INTRODUCTION

Electrical discharge assisted synthesis of nanomaterials is a new and
exdting technique which provides rapid reaction rates, high energy efficiencies,
and environmental safety. We have developed this method for synthesis of
semiconductor silicon and multicomponent copper indium diselenide (GhInSe
nanopatrticles [1,2]. Plasmas in liquids provide extremely rapid chemical reactions
due to a presence of activated species and radicals under high pressure. The final
size and composition of resultant particles are defined by the thermodynamic
conditions of plasma (its temperature, density of atoms and ions). Accurate
diagnostics of plasma parameters are important for a better understanding of the
chemistry of this type of plasma. Although the plasmas produced in liquids are
characterized by intense continuum emission spectra, spectroscopic techniques
can be useful for plasma characterization and optimization of conditions in
reactive plasma for composite NPs formation.

In the present paper optical emission spectroscopy technique has been
developed and applied to evaluate parameters of the electrical discharge plasma in
liquid (EDL). According to the experimental results, it has been revealed that
electrical discharge plasma produced in liquid is rather dense because of the
confinement effect of the ambient liquid, and has a high temperature. Parameters
of plasmas in liquids, such as densities of atoms and electrons have been
determined and capabilities of the formation of semiconductor NPs have been
demonstrated.
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2. EXPERIMENTAL

For synthesis of NPs two types of reactor cell design were constructed:
the reactor containing two electrodes submerged into the liquid was used for
generation of silicon nanoparticles and a funnel-shaped plastic cell with two
coaxial vertically orientated electrodes made of a refractory metal was used for
the synthesis of Culn$enanoparticles from the stoichiometrical mixture of
copper, indium and selenium micropowders. Conical shape of the cell prevented
removal of particles from the discharge zone. The power supply provided an
alternating current (ac) spark discharge with a repetition rate of 100 Hz. The
discharge was initiated by applying a high-frequency voltage of 8.5 kV. The
optimal distance between the electrodes was 0.3-0.5 mm and 15-20 mm for the
discharge chambers, shown in Figure 1a and 1b, respectively. The peak current
of the pulsed spark discharge was 60 A with a pulse duration @$.3@ith the
purpose of determination the component composition of the electrical discharge
plasma in liquid and optimization of the NPs formation process spectroscopic
investigation has been performed since the erosion and atomization of the
electrode material are largely responsible for the formation of particles in the
discharge. Spectroscopic studies of plasma were performed using diffraction
spectrograph (grating 1200 lines/mm) equipped with a CCD linear array.

0 . b) B Electrode
High Voltage Electrodes
Power Supply Holders Reaction Vessel
Water ngh VOITage quuld
o Power Supply Plasma
N Mixture
iquid — Water
output . —» Electrode
Electrodes -

Figure 1. Schematic diagram of the discharge chambers for synthesis qiNPs
and plasma processing of micropowdédms (

3. RESULTS AND DISCUSSION

Analysis of optical emission spectra allowed determining several
parameters of discharge plasmas created in liquids. The emission spectra of EDL
plasma consisted of lines corresponding to excited neutral and singly ionized
species coming from the electrodes and products of liquid decomposition (OH
radicals, atomic hydrogen (Balmer lines) and oxygen).

In case of Si-Si discharge in water and ethanol, the observed spectral
lines were dominated by Hand H hydrogen spectral lines, atomic and ionic
lines of the silicon. The most intense lines in this spectra were Si | 288.157 nm,
Si Il 385.602 nm and Si | 390.552 nm. These spectral lines were used to
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determine the electron temperature of the plashh&. electron density of the
electrical discharge plasma were determined based on analysis of the shape of
the recorded hydrogen ,Hspectral line, assuming the dominant contribution
comes from Stark broadening. For Si-Si discharge plasma, electron temperature
was estimated to be around 1.03 and 0.88 eV for discharge in water and ethanol,
respectively. The electron density in the plasma formed in water was
significantly bigger than that produced in ethanol.

Fig.1 illustrates the emission spectrum of the plasma generated between
the tungsten electrodes submerged in the suspension with copper, indium and
selenium particles in ethanol. In this case, the observed spectral lines in the
spectrum are jHand H lines related to the hydrogen, atomic lines of Cu | 406.26
nm, Cu 1 470.45 nm, In 1 451.12 nm, In 11 468.11 nm and a few molecular bands,
such as the £Swan bands of (iners, which can be attributed to the fragments
of the dissociated ethanol molecules.
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Figure 2. Typical emission spectrum of CulnS®noparticles formed by plasma
treatment of copper, indium and selenium powders mixture between tungsten

electrodes submerged in ethanol.

The profiles of the Hand H, Balmer lines were used to measure the
electron density of the electrical discharge plasma produced in ethanol with
suspended copper, indium and selenium microparticles. Comparing the Stark
widths obtained from the deconvolution of the &hd H; line profiles indicates
they are valid within experimental precision for derivation of the electron
densities although, thefine precision is not as good as in the casegdit to
its sensitivity for self-absorption.

The measured values of the broadening of hydrogen Balgandib
lines in the plasma formed during the electrical discharge processing of the
suspension containing a mixture of copper, indium and selenium powders in
ethanol wereAk = 2.1 nm and 8.1 nm, for lines,tnd H, respectively, that
correspond to the electron density (2925)'° cm™® and (22+£5%10'° cm®. The
plasma electron temperature in this case was estimated based on the ratio of
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intensities of Cul 406.26 nm and Cu | 470.45 nm atomic lines and was about
1 eV. As expected, the value of the electron density, determined from the width
of the H, line, was overestimated due to self-absorption hydrogen lines and can
beused only for qualitative analysis.

The results of spectroscopic studies allowed to determine the
component composition of plasmas formed in two developed types of electric
discharge devices, as well as to estimate the concentration and temperature of the
electrons in plasmas. The determined discharge parameters are significant factors
influencing the nature of plasma-chemical reactions in BDWas demonstrated
that the pulsed spark discharge between the bulk silicon electrodes immersed in
the liquid (water, ethanol), provides the effective method for the synthesis of
silicon NPs with an average size of about 5 nm, in result of the nucleation of the
evaporated atoms from the electrodes in the decaying plasma channel and a
growth of the embryonic particles, limited by the rate of cooling in the
surrounding liquid. Morphology, the chemical and phase composition of the
formed particles are determined by the mode of discharge, the electrode material
and the composition of the liquid medium in which the discharge occurs. The Si-
NPs synthesized exhibited a violet-blue photoluminescence at the room
temperature through the mechanism of the radiative recombination via the defect
centers formed in the surface oxide layer and can be used in light-emitting
optoelectronic devices [1].

Processing of suspended powder mixture of copper, indium, and
selenium, taken in the stoichiometrical proportions, in ethanol by pulsed
electrical discharge initiated chemical reactions between powder components
resulting in generation of compound chalcopyrite Cujn®tS) nanocrystals
with an average size of about 25 nm and a band gap of 1.2 eV. The optimal
conditions for the CulnSenanocrystals formation are determined by the plasma
temperature and particles concentrations. The method opens up new possibilities
for creating absorbing layers for photovoltaic converters [2].
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Abstract. The determination of the formative time delay of breakdown is a
complex problem because it is determined indirectly as a minimal value of total
time delay. This method can be hazardous due to possible existence of outliers. In
this paper we will use the common statistical method for detection of outliers in
order to justify the use of this method. In addition, we propose a new method for
determination of the formative time delay and compare it to commonly used ones.

1. INTRODUCTION

The electrical breakdown in gases is not instantaneous process. Upon
application of the voltage to the discharge tube some time delay exists. This time
is known as time delay to breakdown. The breakdown time delay consists of
statistical time delay (time that elapses between application of the voltage greater
than static breakdown voltage to the discharge tube and appearance of free
electron initiating breakdown) and formative time delay (time from appearance of
initiating electron to the collapse of applied voltage and occurrence of self
sustained current) [1]. The common approximation of formative time is minimal
value of total time delay to breakdown [2]. This could be hazardous due to
existence of possible outliers in distribution. In this paper we will use the method
for identification of the outlier. Also, the new method for formative time
determination is proposed and compared to commonly used ones.

2. EXPERIMENTAL DETAILS

The time delay measurements were carried out on a gas tube filled with
synthetic air at the pressure 8fmbar. The tube of the volume/=300cm® is

made of borosilicate glass (8245, Schott technical glass). Electrodes are made of
stainless steel (AISI 304) with diametdd=6mm and inter-electrode distance
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d=6mm. The electrodes are in shape of cylinder with mildly rounded edges in
order to avoid the edge effect and to obtain homogeneous electric field between
the electrodes. Prior to the installment, electrodes were lapped and polished with
polishing paste with the grain sizgum and after that cleaned in ultrasonic bath

in methanol solution and further in distilled water. The synthetic air used in the
experiment is a mixture of21- 23)% vol. oxygen with less thar8.5ppm of

impurities and remaining percentage of nitrogen with less tBapm of

impurities. The gas tube was pumped down to the pressurk)Ginbar,
degassed at650K and then filled with the synthetic air at the pressure of
3mbar. The measurements were carried out in series in which the sequence of

rectangular pulses is applied to the discharge tube [3], with 100 data in a single
series at working voltageJ,, =750V, glow currentl ; =8004A and glow time

ty =1s. The rise and fall times of the voltage pulses are approxim@e8ys .

The static breakdown voltage wak, =396V . Measurements were carried out
with the Tektronix FCA 3000 counter wittDO0 ps resolution with total number

of 10000 measurements. During the measurements, the tube was protected from
the external light.

3. RESULTS AND DISCUSSION

The main purpose of this work was to reliably determine formative time
delay of breakdown. Usually as a reasonable estimation of the formative time
minimal value of the breakdown time delay is used [2]. This is assumed on the
premise that in series of measurements, there is at least one case where the
initiating electron is emitted immediate after the application of voltage, hence the
statistical time delay is negligible. This choice of approximation for the
formative time delay can be hazardous in the case when outlying values can be
found in the distribution. Therefore, the distribution has to be tested for possible
outliers. Outliers are the data that fall out of distribution i.e. that are statistically
inconsistent with the rest of data [4]. The possible outliers are extreme values i.e.
minimum and maximum value in a sample distribution. The statistical method
used to test the possible outliers is modified Thompson tau test [4]. Modified
Thompson tau test is based on the following test statistics:

o=(x=X/s (1)

where x is random variablex is the mean of random variableand s is
standard deviation of the same variable. This value is compardd w@alue
calculated by the following relation:

r= talz(n_l) )

Jnfn-zetz,
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where n is the number of datd,,, is a /2 quintile of student’s t distribution

with n-2 degrees of freedom andis a significance level. The following
criterion is used to determine whether particular data is outlier:

if d<r the pointis not outlier and it should not be rejected
if d>1 the pointis outlier and it should be rejected.

If outlier is detected, it should be removed from sample and test should be
repeated until there are no more outliers. Previously described test is applied to
experimental data measured at small relaxation time€.1ms in conditions

defined previously in the paper. These conditions are chosen to secure the high
electron yield in order to maximize occurrence of initiating electron. On the
sample of 100 measurements, the formative time is determined by the usual

method, as the minimal value tf and it was determined thaf =6.491us. In

order to test whether this value is outlier, the previously mentioned test was used.
The modified Thompson tau test at the significance lewel 005 showed that

the minimal value ofty is not an outlier and that it is safe to use it as an
approximation of formative time.

The alternative method for determination of formative time is to use the
mean value of the minimal class of histogramtgf i.e., to use sample data

which is in the first interval that is used to build the histogram of td [2].
According to this method formative time is calculated td pe 6.496us .

20

10

f(t)

642 644 646 648 650 652 654 656 658
t; [us]

Figure 1. Probability distribution function of the formative time delay in
synthetic air fitted by the Gaussian distribution function.
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The third method for determination of formative time is proposed as an
extension of the previously described method based on the minimal value. The
large number of series, containing 100 data each, is measured. The minimal
value in the single series is chosen as the approximation of the formative time. In
this way the large number of formative time delay values is obtained. In this
particular case, the 10000 measurements were carried out with 100 data in one
series and from every series the minimal value is detected. In this way the 100
values of potentiat; are determined. In Fig. 1 the probability density function

of formative time obtained in this way is presented fitted by Gaussian
distribution with following parameters; = 6504 s and o = 002 us. Finally,

we chose the mean vallﬁ = 6504 isas the formative time.

The comparison of formative time determined in three different ways is
given in the table 1. It can be seen that minimal value can be satisfactory
approximation of the formative time but the newly proposed method has the
advantage because it takes in account the whole distribution of the formative
time delay.

Table 1. The values of formative time delay determined by different methods

Methods t; (4]

Minimal value 6.491
Average of the minimal class 6.496
Mean value oft; distribution 6.504
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Abstract. Numerical modelling of stationary DC glow discharge in argon at
pressure p=2mbar is performed and for this purpose the two-dimensional

simple fluid model and the fluid model with nonlocal ionization source are
applied. The two-dimensional profiles of ion and electron number densities
obtained from the fluid model with nonlocal ionization source are presented. The
number densities of ion and electron at axis of discharge tube obtained from those
models are compared for the discharge curred6/A and 160uA .

1. INTRODUCTION

Numerical models are widely used for gas discharge modelling and
better understanding of physical processes in various types of gas discharges.
Among different models, the most common are fluid and particle models or their
combinations. The fluid model with nonlocal ionization source shows good
agreement with results from experiments and particle models [1]. Even in 1971.
computer modelling was applied for the simulation of rapidly developing
gaseous discharge [2]. In addition to the DC discharges, computer modelling is
also used for the analysis of other types of discharges, such as RF [3].

The one-dimensional fluid model is often used for the analysis of the
physical processes and mechanisms in the glow discharge [4]. In this paper the
two-dimensional simple fluid model and fluid model with nonlocal ionization
source are applied for the modelling of stationary DC glow discharge in argon at
pressure p=2mbar for discharge currents df20uA and 160uA . The applied

models are solved by the finite difference method and the system of equations
obtained by the discretization of fluid equations is solved by applying the SOR
method [5]. The theoretical description ofiodels along with the short
numeical analysis is given in section 2, while in section 3 the results of
modelling are presented and discussed.
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2. FLUID MODELS

The simple fluid model is based on continuity equation for charged
paticles (1) coupled with Poisson’s equation (2) for electric field:

elgion .
anat + DFE|e|0n =S, (1)

Dp=-L 2

where n is the number density of electrons a#d ™ ions, T is the flux of
particles, S is a source termg is a potential,o is the charge density arg) is
the dielectric constantThe source tern§ is determined by the electron impact

ionization process and the process of electron And ions recombination:
S= a,rele _ lgnelenion

where @ is Townsend ionization coefficient ang is the coefficient of

recombination.

The simple fluid model with nonlocal ionization source term is applied
in the paper [1] and the main idea of this model is to incorporate ionization of
fast electrons in the fluid model. The source term has the following form:

e Oxr exp@ X) forx<d

Stast(X) :{ ole
=" (O expl d)exp(=(x—d)/A) for x>d,

where "®®(0) is the electron flux at cathods, is the distance from cathods,

is the decay constant ardl is the length of cathode sheath region where the
electric field is strong. The decay constant can be obtained from the relation [1]:

1 =2(d/(pB-d)
ad ’

where ¢ (d) is the cathode sheath voltage aBdis the constant from Townsend

ionization coefficient.

The equations (1), (2) are partial differential equations which are solved
in cylindrical geometry using the finite difference method. In order to apply this
numerical method two-dimensional mesh is generated between the electrodes
and tube walls. After applying the finite difference method, the equations (1, 2)
have the following form:

+ + + + +
NGt -n ! M2 —N e N M%) N5 -5, 3)

IA's r Ar Az
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K+ kHl gkl Kl pk+ k+1 K+l gkl
18420 N el A . P20+

i1__P
=-£ 4
r Ar AZ? Ar? & )

wherek is a time index| is a spatial index at axis andj is a spatial index at
r axis. The time steft is the time between two time momengsand j +1,

while Az and Ar are spatial steps. The fluxes for electron and ion number
densities are discretized by the exponential scheme of Scharfetter-Gummel [6].
The equations (3-4) are the system of linear equations which are solved by SOR
method [5].

3. RESULTSAND DISCUSSION

Numerical modelling is performed for DC glow dischargeAn at the
pressure of 2mbar. The discharge tube has a cylindrical shape with the

electrode diameterD= 22cm and the inter-electrode distanag=1cm. The

modelling was performed for applied voltage 4D0v/ and for discharge
currents of1204A and 160LA.

o 10 (20 e e OTr=0 e 96
5 10 o > e 05
5 WE . '(p ‘ 90 ‘ . (p' . 10°2
= 025 i 075 023 s 075
cm cm
1 1l 1 1 1 L 1 1 1.1
0.55-
50 E
= =
0.55-
1.1 1.1

Figure 1. The profiles of particle number density and potential for current
| =160uA obtained from fluid model with nonlocal ionization source.

In Fig.1 two-dimensional spatial profiles of electron and ion number
densities for the current dfi60uA are presented. These profiles were obtained
by using the fluid model with nonlocal ionization source. Two-dimensional
profiles of ion number densities along with the profile at axis of the gas tube
(r =0) are presented in Fig.1a, while these profiles for electron are presented on

Fig.1b. The difference of ion and electron number density near the cathode in the
glow discharge leads to the formation of the cathode voltage drop (Fig.1).
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Figure 2. lon and electron number densities at tube dkis 0) obtained from
fluid models.

The number densities of ions and electrons at the axis of the tube
(r =0) obtained from the simple fluid and fluid model with nonlocal ionization

saurce are presented in Fig.2. It can be noticed that the nhumber densities of ions
and electrons obtained from the simple fluid model are about one order of
magnitude lower than the number densities from the fluid model with nonlocal
ionization source. Although the simple fluid model is very suitable for the
implementation because of its simplicity, this model is not good enough for the
calculation of particles number densities in these conditions.
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Abstract. Electrical breakdown time delays in synthetic air and argon at low
pressures, as well as the memory effect and correlations of the statistarad

formative time delayt; , were studied. The memory coefficient (or memory

effect ratio) was determined, ranging from unity at low relaxation times and
vanishing at the saturation level of the memory curves. It was shown that the
statistical t; and the formative time dela; are dependent variables and the

positive correlation between them was confirmed experimentally and
theoretically.

1. INTRODUCTION

Memory effect in gases is caused by residual charged and neutral active
particles remained from the preceding glow and it is important for device
operation in pulsed regime. From its discovery in 1953-6, the memory curve

ta (7) (where tq is the mean value of breakdown time delay andelaxation

time or afterglow period) has been used for tracing the active particle decay in
afterglow of AC and DC discharges in inert and molecular gases, their mixtures
and vapours (including air) [1,2Memory effect in nitrogen and hydrogen was
explained by charged particle decay and after that, by surface recombination of
nitrogen and hydrogen atoms, respectively [3-7]. Also, the memory effect in inert
gases was explained by the surface recombination of nitrogen atoms present as
impurities [8-10]. In the ramp experiments with linearly rising voltage pulses, the
memory effect was observed to influence the determination of the static
breakdown voltagdJ.. In order to determin&J precisely, it is necessary and

suficient that the rate of voltage risk — 0 and the relaxation time - oo
(residual states should vanish down to the cosmic rays and natural radioactivity
level) [11,12].
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Also, the negative point-to-plane Trichel pulse corona in nitrogen-
oxygen and neon-oxygen mixture shows the memory effect and correlations of
subsequent with previous discharge pulses. The memory and correlation
coefficients were calculated from amplitude and pulse-time-separation
distributions [13]. Recently, the memory effect in argon was confirmed in pulsed
radio frequency atmospheric pressure glow discharges [14], as well as, in high
power microwave dielectric window discharges [15]. The established
correlations of the formative and statistical time delay in neon DC discharge [16]
were confirmed recently on AC plasma display panels [17].

2. EXPERIMENTAL DETAILS

The measurements were carried out on gas tubes filled with synthetic air
and argon at the pressures of 3 ahdhbar, respectively. The tubes were made

of borosilicate glass (8245, Schott technical glass) and the electrodes were made
of stainless-steel (AISI 304) and OFHC cooper, respectively. The measurements
were carried out in the series of 100 data. During the measurements, the tube was
protected from external light. More details about experimental procedure and
tube preparation can be found in [16,18].

3. RESULTS AND DISCUSSION

The memory curves measured in synthetic air and argon are shown in
Fig.1la and b, respectively. The statisti&a(r) and the formative time 1 ()
memory curves are separated in order to calculate the statistical and formative
time memory coefficients (or memory effect ratios) M/ts=t'50/fs (r) and
M :ffolff (r), respectively (Fig. 2a). Heret, and t;, designate
interceptions of extrapolated memory curveg a0 .

10714 - o
- 10°4 ) % =
210 % _ T
E 101 = g T i 7 7\*/ E
= 1031 — f / -
g 2] L=t SHH 5
% }81 :Mm-mr b%
(g |+

18(-)11 el Ts Air
10" 10° 10" 10° 10° 10* 10° 10°

T [ms]

Figure 1. Memory curves for a) synthetic air and b) argon, separated into
stdistical and formative time memory curves
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If the relaxation timer is at the saturation region of the memory curve, i.e.
T 271, (Fig. 1), then residual active states (nitrogen atoms) from the preceding
glow cease to influence the subsequent breakdown, the memory effect disappears

and the breakdown time delay is determined only by the background ionization
(cosmic rays and natural radioactivity) [4,9,14].

O o M.AE 58.75 -
o) B | MgAi
0.81% -\ + —0— M Ar .
%) 3 I | 7 MgAr 58704 ."
2 0.67 %% —— M-[13] 7 - . .
B DR LRS-
04112 758,651 .
0.2 . - by
0.0+ " s A VaYed 58.60 . . ;
10° 100 100 10° 10° 10° 10° 020 025 030 035 040
T [ms] t, [1es]

Figure 2. a) Memory coefficients (memory effect ratios) compared to calculated
ones from [13] and b) the correlation f andt; for argon.

It is clear that statistical, and formative time delay; are dependent variables

by plotting the mean values of the statistical and formative time dEIa;t/YP

I C o [V TAD
q-1 q

P is the breakdown probability [3],q=y[exp(ad)-1] is the electron

multiplication factor andt; is the ion transit time [16]. A positive correlation

means thatt; decreases ag decreases and vice versa (Fig. 3a,b), while the

[16], as a function of electron yield Y. Here,

sample correlation coefficient for argon at=30ms is determined to be
p =04 (Fig. 2b).

10°]

31

— 101
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Figure 3. The statistical and formative time for a) air and b) argon show
simultaneous decreasing behavior vs. Y and positive correlation.
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Memory coefficient as defined in [13] was calculated for the sake of comparison
with our definitions (Fig. 2a). Thus, memory and correlation coefficients tend to
unity at low relaxation times and to zero at the saturation region of the memory
curve (when residual active states from the preceding glow ceases to influence
the subsequent breakdown and the memory effect and correlations disappear).
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Abstract. The experimental distributions of the statistical breakdown time delay
in argon DC discharges at low preionization levels, under unstable conditions are
presented. The obtained distributions are fitted by nonstationary exponential
distribution with time dependent parameter that reflects unstable experimental
conditions. The Laue diagrams of the statistical time delay are aso fitted by the
stationary exponential and Weibull distributions for the sake of comparison.

1. INTRODUCTION

The electrical breakdown in gases always occurs with a certain delay in
regard to the moment of voltage application to the gas tube. A time interval
between the moment of application of voltage greater than the static breakdown
voltage U and the electrical breakdown is the breakdown time delay ty and it

comprises statistical t; and formative time delay t; (ty=ts+t;) [1]. The
stochastic character of statistical time delay was experimentally proved by Zuber

[2], while von Laue [3] had derived the exponential distribution for its theoretical
description. However, the type of tg distributions depends on the electron yields
Y - the number of generated electrons in the inter-electrode space per second.
The distributions of statistical time delay are exponential ones for the low Y
(low preionization) and change to the Gauss-exponential and Gaussian ones
when the electron yields increase [4,5].

The cumulative exponential distribution of t, derived by von Laue:

F (ts) =1- exp(_ts/t_s) (1)
has the mean value of the statistical time delay t, as a distribution parameter.

The t, istheinverse of the effective electron yield _g=1/ Y =1/YP, where P

is the breakdown probability of one electron to cause a breakdown [1]. In semi-
logarithmic representation (Laue plot), the exponential distribution of the
dtatistical time delay under stable conditions is straightened since the electron
yield Y and the breakdown probability P are constant [4]. On the other hand,
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under unstable conditions (desorption of adsorbed gasses and impurities,
sputtering of honhomogeneous layers or oxides) or time varying voltage pulses,
Y and/or P are time dependent variables. In such cases, the Laue plots are
curved to the lower or higher values of the statistical time delay and it is
necessary to introduce the nonstationary distribution with time dependent
parameters.

2. EXPERIMENTAL DETAILS

The measurements were carried out on a gas tube made of borosilicate
glass with the plane-parallel cylindrical copper cathode with radius R=11mm
and gap distance d=20mm. The tube was filled with research purity argon at
the pressure of 2mbar (Matheson Co. with a nitrogen impurity below 1 ppm).
The static breakdown voltage was U, =250V . The measurements were carried
out by applying step pulses to the tube (with the unconditioned cathode surface)
at glow current 15 =704A, glow time t; =1s, afterglow period (time between

the voltage pulses) 7=1s and at different working voltages U. The
experimental distributions of t, are obtained by subtracting t; =ty,,, from the

measured time delay values [4,6,7]. More details about the experimental
procedure can be found in [6,8].

3. RESULTSAND DISSCUSION

As aready mentioned, the statistical time delay is random variable with
the distribution function F(t;) which is determined by the probability of

occurrence at least one electron in the interelectrode space for the time interval
ty [4]. When the electron yield Y and the breakdown probability P are
congtant i.e. when conditions are stable (e.g. electrical breakdowns by step pulses
with negligible sputtering), the process of electron appearance is a stationary and
the statistical time delay distribution is the stationary exponential one (1). This
distribution is linear in Laue representation and from the slope of the Laue
diagram the electron yield can be derived as Y= —(1/ P)In(n/ N)/t, .

When the electron yield and/or the breakdown probability are time
dependent variables (sputtering of nonhomogeneous layers or oxides, desorption
of adsorbed gasses and impurities, time varying voltage pulses), the statistics of
the electrical breakdowns is a nonstationary one. Thus, when the electrical
breakdown occurs under unstable conditions (i.e. Y andlor P are time
dependent), it is necessary to introduce the nonstationary distribution of t, with

time dependent parameters:

Felty) =1- exp{—tf Y () P(t)dt}, ®)
0
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or in Laue representation:
In( N)= —tf Y(t) P(t)dt . 3)
0

The nonstationary exponential distribution (3) is applied for theoretical
description of nonstationarity during the measurements (curving of the Laue
diagrams) and the good agreement with the experimental data is found (Fig. 1).
At the lower voltage U; =260V (Fig. 1a), the Laue diagram is curved to the
higher values of the statistical time delay (concave on the right), while at the
higher values of the voltage U; =500V (Fig. 1b), the curving of the Laue
diagrams to the lower statistical times is obtained (convex on the right). At the
some intermediate voltage (U, =300V ) the Laue diagram is straightened and
this distribution is fitted by the stationary exponential one (1) with the constant
distribution parameter (Fig. 1a,b). The curving of the Laue diagrams indicates
that Y and/or P are function of time. The time dependent electron yields can be
represented by the linear approximation:

Y =Ya A5 A1) (4)
which describes the decreasing or increasing electron yields due to smoothing or

roughening effect of the cathode sputtering and A; are the decay/growth

constants. The time dependence of the probability P is expressed through the
time dependence of the secondary electron yields y, which correspond to the

static breakdown voltage [7,8]. In the conditions of the experiment, variation of
U, is of the order of volts in a series. Therefore, we can assume that the

variation of y, and the breskdown probability can be neglected, i.e. P=const.
t[s] LLs]
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Figure 1. The Laue diagrams (symbols) and the fits based on nonstationary
exponential distribution (solid line), stationary exponential distribution (dashed
lines) and Weibull distribution (dotted line).

Thefitting of the experimental datain Fig.1, for the voltage U; = 260V
is carried out using the linearly decreasing function of the electron yield:
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Y, =Yy, (1- A t) with the fitting parameters ¥y, =22s* and A, =055 (Fig.

1a, solid line). However, the experimental data in Fig. 1b for the voltage
U; =500V arefitted by the linearly increasing yield: Y; =Yy (1+ A3t) with the
fitting parameters Yy; =500s * and A; = 700s™ (Fig. 1b, solid line).

Since, Weibull distribution is often used for description of breakdown
dtatistics in gases, the two-parameter Weibull distribution [9] is applied to the
represented Laue diagramsin Fig. 1, as a comparison. The best fit of the data for
U; =260V (dotted line in Fig. 1a) is obtained with parameters « =0.835 and

n =0.262, while for the voltage U; =500V the best agreement of the Weibull
distribution with the experiment is accomplished with parameters « =1.318 and
n=1.60107*, but these parameters do not have physical meaning.

The curving of the Laue diagrams to the higher values of the statistical
time delay at lower voltages is described by decreasing electron yield. However,
the increasing electron yield is used to describe a trend of curving of the Laue
diagrams to the lower values of the statistical time delay at higher voltages. Also,
it should be noted that if the nonstationary exponential distribution is fitted by
stationary one (dashed line at U; =260V and U; =500V in Fig. 1a,b), the

parameter is incorrect, while in the case of applying Weibull distribution, the
parameters do not have physical meaning.

Acknowledgements

The authors are grateful to Ministry of Education, Science and Technological
Development of the Republic of Serbiafor partial support (project 171025).

REFERENCES

[1] C. G. Morgan, Electrical Breakdown of Gasgedited by JM. Meek, J.D.
Craggs (John Wiley & Sons, Chichester, 1978).

[2] K. Zuber, Ann. Phys. 381, 231 (1925).

[3] M. von Laue, Ann. Phys. 381, 261 (1925).

[4] V. Lj. Markovi¢, S. R. Goci¢ and S. N. Stamenkovi¢, J. Phys. D: Appl.
Phys. 39, 3317 (2006).

[5] V.Lj. Markovié, A. P. Jovanovi¢, S. N. Stamenkovi¢ and B. C. Popovié,
EPL 100, 45002 (2012).

[6] V. Lj. Markovi¢, M. M. Pgjovi¢ and Z.Lj. Petrovi¢, Plasma sources Sci.
Technal. 6, 240 (1997).

[7] V. Lj. Markovi¢, S. R. Goci¢ and S. N. Stamenkovi¢, J. Phys. D: Appl.
Phys. 42, 015207 (2009).

[8] V.Lj.Markovi¢, S. R. Goci¢, S. N. Stamenkovi¢ and Z. Lj. Petrovi¢, Phys.
Plasmas 12, 073502 (2005).

[9] D. D. Wackerly, W. Il Mendenhall and R. L. Scheaffer, Mathematical
Statistics with ApplicationgBelmont: Duxbury Press, 1996).

358



27th SPIG Low Temperature Plasmas

THE ESTIMATION OF ELECTRIC FIELD IN
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Abstract. Ne | spectral lines were observed along the axis of cylindrical
abnormal glow discharge parallel (side-on) and perpendicular to the cathode
surface (end-on). The side-on spectra show spectral line shifting and sometimes
simultaneous shifting and splitting in the cathode fall region of glow discharge.
The results of measured line shift with available data for DC Stark effect are
used for measurement of electric field strength in the cathode fall region of glow
discharge.

1. INTRODUCTION

Glow discharges are successfully used as an excitation source for
analytical spectroscopy of metal and alloy samples [T,Bgse glow discharge
saurces (GDS) are usually built on the basis of Grimm original design [3] with
direct current (DC) and more recently with radio frequency (RF) excitation.

Recently, it has been noticed that the side-on spectra show spectral line
shifting and sometimes simultaneous shifting and splitting in the cathode fall
region of Grimm-type glow discharge [4]. The end-on recorded line profiles
show up to 30% larger half-widths than the side-on recorded line profiles from
the negative glow. This effect is a result of the superposition of line emission in
the cathode fall region under the influence of the DC Stark effect on the line
profile from the negative glow.

Since, neon is one of gases used for GDS operation, in this work we
extended the study of Ne | line profiles started in Ref. [4]. An attempt will be
made also to estimate electric field strength distribution in CF region of Ne GDS
with iron cathode using Stark shift measurements of Ne 1 511.368 nm.
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2. EXPERIMENTAL

The discharge source, a modified Grimm GDS, was laboratory made after a
Ferreira et al. design [5]. A hollow anode 30 mm long with inner diameter 8 mm
has a longitudinal slot (16 mm long and 1.5 mm wide) for side-on observations
along the discharge axis, see Figure 1. The water-cooled cathode holder has an
iron electrode, 18 mm long and 7.60 mm in diameter, which screws tightly into
its holder to ensure good cooling.

All experiments were carried out with neon (purity 99.999%). The
continuous flow of about 300 &min of neon (at room temperature and
atmospheric pressure) was sustained in the pressure range 5-10 mbar by means
of needle valve and two two-stage mechanical vacuum pumps. The reported
results for gas pressure represent an average between gas inlet and outlet
pressure measurements.

Side-on view End-on view

Direction of observation

Figure 1. Schematic diagram of the central part of the Grimm GD for side-on
and end-on observations. Symbols: MM — moving mechanism, CF — cathode fall
region, NG — negative glow region, PP — protruding plasma, C — cathode.

To run the discharge a current stabilized power supply (0-2 kV, 0-100
mA) is used. A ballast resistor of 5.8 ks placed in series with the discharge
and the power supply. Spectroscopic observations of Grimm GD were performed
end-on, while for axial intensity distribution of side-on radiation observed
through the anode slot, the discharge tube was translated.iti?5 mm steps.

The light from the discharge was focused with an achromatic lens (focal length
75.8 mm) with 1:1 magnification onto the gfnh entrance slit (height restriction

2 mm) of 2 m focal length Ebert type spectrometer with 651 g/mm reflection
grating blazed at 1050 nm. For the line shape measurements the reciprocal
dispersion of 0.37 nm/mm is used throughout this experiment. All spectral
measurements were performed with an instrumental profile very close to
Gaussian form with measured full width at half maximum (FWHM) of 0.0082
nm.
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3. RESULTSAND DISCUSSION

In accordance with Figure 2, Ne | 511.368 nm line shifts are toward
larger wavelengths (smaller wave numbers).

20 800
comp. 1 () Ne I511.367 nm
’ d=0.125 mm o
comp. 2
comp. 3
0 docanscooooaeoc®
(b) o o
d=0.375 mm c
~ -’ Z Q,
> 10 >0 doccossacaccace? T
== = T T
o g (© negative glow
s
= H
0 T T
(d) end-on profile
0 T " ! j ‘/\’\~_
-1 0 1 0 T T
1 511.32 511.36 511.40 511.44
Ac [cm- ] ‘Wavelength (nm)

Figure 2. Behaviour of terms group 4d" Ne |Figure 3. Spectral line shapes and best fits of Ne
511.367 nm in a Stark field calculated usin| 511.367 nm at different axial positions from

data from Table 2 in Ref. 7. cathode: ), () and ¢€); and end-on
experimental profile: d) Discharge conditions:
iron cathode,p = 6.5mbay | = 12 mA
U=600V.

The change of the line shape along CF of neon GD is presented in
Figure 3 where first three spectra recordings (a, b and c) depict spectral line
shapes at tree axial positions of GDS starting from the vicinity of the cathode
surface and the fourth one, Figure 3d, shows line shape recorded end-on.

The sensitivity of line detection system and geometrical factors of the
optical system are identical in Figures 3a, b and c, while for Figure 3d the
discharge is setup for end-on observations and sensitivity scale is incomparable
with preceding three.

Within spectra recorded closest to cathode surface, see Figure 3a, the
line from discharge protruding through the anode slot in the vicinity of cathode
surface is visible. In this case the line radiation emitted from discharge outside of
electric field region with an unshifted wavelength and with the line shape having
Gauss form of an instrumental profile. This phenomenon was noticed earlier in
the study of He I lines in Grimm discharge of the same type [6].

Unshifted profile appears in side-on spectra recordings and was
successfully used for line shift measurements induced by electric field. The line
shapes along electric field, see Figures 3a and b are fitted with Gauss profiles to
determine as precise as possible peak position within emitted feature. The width
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of fitting profiles varies along discharge axis because the electric field and its
gradient of changes as well while spatial resolution of our optical system remains
constant. The exceptions of Gauss fitting procedure are profiles recorded from
NG region, which were fitted with symmetric Voigt functidrhe end-profile in
Figure 3 d was not fitted.

Using the results of line shift coefficients and applying analytical
expression in [7] for line Ne |1 511.368 nm it is possible to estimate the electric
field strength distribution in the CF region of the GDS. Since the Stark shift for
these lines is small, only estimate of maximum electric field strength ~ 15 kV/cm
(close to the cathode surface) and CF length of about 0.9 mm is achieved. The
voltage across the CF region calculated by integrating the measured field
strength distribution agrees within 15% with the applied discharge voltage.

Another phenomenon is noticeable from Figure 3, line intensity closer
to the cathode surface are stronger then at further position what is in
contradiction with standard picture of CF region.
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Abstract. The diffusion/drift model of the positive column of glow discharge in
neon was used for the analysis of the role of neon metastable atoms in the
interaction between neon plasma and dust particles. The radial profiles of
electrons and metastable atoms were simulated in typical range of neon pressure
and discharge current where dust particles may form dense dust structures
changing the plasma properties.

1. INTRODUCTION

Usually the plasmas of noble gases contain a great quantity of
metastable atoms. As the metastable atom concentration in a discharge may
exceed the ion concentration by few orders and the metastable excitation energy
is comparable to the ionization threshold, the interaction of metastable atoms
with dust particles may work as one of the most significant channels of energy
exchange between plasma and dust particles. From the other hand, metastable
atoms participate in the processes of step-wise ionization and metastable-
metastable ionization and give additional free electrons compensating the losses
in a plasma bulk and on plasma reactor wdllee aim of the present study was
to determine numerically the effect of metastable atoms in interaction of neon
plasma with dust particles in a positive column of glow discharge depending on
discharge parameters and number density of dust particles in the dust structure.

2.NUMERICAL MODEL

We have developed the diffusion/drift model of the positive column of glow
discharge [1] as the basic model for the simulation of the effect of neon
metastable atoms in the interaction between neon plasma and dust particles. We
have considered the collision processes determining the metastable atom
concentration: ground state ionizationV), step-wise ionization W),
metastable pooling (chemi-ionization,), ground state excitation\,) and
metastable atom quenching in collisions with electiamms atoms. In addition to

ion (Gg) and electron losse$§,) on dust particles simulated according to the
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collision enhanced collection model [2] we have also included the quenching of
metastable atoms3(,,) on dust particle surface &=TNgNyVm, WhereV,, is

the metastable atom thermal velocity. The ion and metastable atom temperatures
were 295K. The mean electron energy and transport coefficients are obtained
using the SIGLO Database and the electron Boltzmann equation solver
BOLSIG+.

3. RESULTS AND DISCUSSION

We have applied our simulations to the experimental conditions
described in [1]. The concentration of 2.p#n dust particles was varied in the
range observed in the experiments, and the size of dust structures was their mean
radiusr4=R/2, whereR=8.25 mm is the radius of the discharge tube.

It is observed that at low pressure of neon and low discharge cWrent
ard Gy, exceed the rates of similar processes involving metastable &¥yms
ard Gy, by order of magnitude and more. With increase in pressure and current
significantly increasé\,, andW,,,, so that they compensate for the losses of
electrons on dust particlég,.. Figure 1(a) shows the rates of principal collision
processes in the positive column of glow discharge in neon for dust particles
number density=10" cm® at P=120 Pa)=3 mA. Note that in this cas8qm is
only about three times less comparedGg, and the latter even exceed$
within the dust structure. The competition of these processes leads to a change
in equilibrium composition of neon plasma depending on discharge parameters
and the dust structure density.

(a)

10

®) 10

T T T T T
P=120 Pa: 1=0.5 mA P=47 Pa:1=0.5 mA ------

16

123MA o [T, p—

1015 [

10'\4 e e e e

Rates (cm‘35‘1)
ng (108 cm™)

103 L

10" | 1 . L L vy

r (mm) r (mm)

Figure 1. Radial profiles of (a) rates of principal collision processes in neon
plasma with dust particles and (b) electron concentration

Simulations in pure neon show that the absolute values of the electron
(ng) and metastable atomy] concentrations increase with discharge current and
pressure. Nevertheless, is the highest at higher discharge current, while
reaches a maximum at higher pressure. In pure neon the radial profiles of
concentrations of plasma particles in the discharge tube are close to theoretical
Bessel profiles. In presence of dust particles, the additional volume losses of
electrons appear within the dust structure. The longitudinal electric field
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increases to compensate for these losses and to maintain the ionization and the
given total discharge current. As a resniltdecreases within the dust structure,
ard the maximumm, shifts beyond the dust structure (figure 1(b)).

The difference in mechanisms of electron and metastable atom losses
on dust particles lead to the difference in relation of their concentrations in
dusty plasma. The electron losses on dust particles increase exponentially with
increase of mean electron energy determined by the longitudinal electric field
strength, while the metastable atom losses do not depend. As a result, the ratio
of concentrations of metastable atoms and electigins significantly increases
in the region of discharge with dust structure. Within the dust structure the value
n/ne increase few times with respect to the pure neon plasma. Beyond the
bounds of dust structura,/n. keep close to their values in the pure neon
discharge. In other words, the temperature of the metastable atom excitation in
the region with dust particles is higher than in the cross section of the discharge
without dust particles. Note that at higher value of discharge current the effect
of dust structure om,/n. is more appreciable at the same valumpfLet us
consider the effect of dust particle concentration on the discharge composition
at fixed discharge pressure of 120 Pa and current of 3 mA (figure 2(a)). These
parameters give the highest partial concentration of metastable atoms in pure
neon plasma in the studied ranges of pressure and current.

@ 1200 T T T T T T T ®) 18 T T T T T T
. puresneon3 16 i
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Figure 2. Radial profiles of (a) the ratio of concentrations of metastable atoms
and electrons and (b) the value of metastable atom partial contribution to the
ionizationW, over metastable atom losses on dust partitles

The absolute value of the metastable atom concentration behaves
nonlinearly with the concentration of dust particles. It increases as compared to
pure neon discharge, at least in some part of the discharge cross seatipn for
increasing from 0 to focm® and decreases as well foyincreasing from 2 to
4x10° cm®. Meanwhile, the ratim,/n, represented in figure 2(a), is definitely
higher in the discharge with dust particles than in pure neon, and increases with
increasing dust particle concentration. In figure 2(a) one can see the increased
values of n,/n, beyond the bounds of the dust structure. This simulation
confirms the non-local effect of dust cloud on the plasma glow observed in [3].

The role of metastable atoms in the interaction of plasma with dust
particles may be quantified by comparing their partial contribution to the
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ionizationW,=(W,+Wim)/ (W+W, . +Wi,) and in plasma losses on dust particles
W_=(G*)/(G%+G%). Simulations show that, is higher thar\. and the ratio

W,/ W increases with increasing pressure, as well as the contribution of the
metastable atoms to the ionization in pure neon. Figure 2(b) skiaWa/. for

three values of dust particle concentration at pressure of 47 Pa and current of 3
mA. One can see that metastable atoms give the higher partial contribution to
the ionization, than in plasma losses on dust particles. At pressl2€ &a and

the same value of discharge current the simulation shows more than double
positive contribution of metastable atoms to ionization in presence of dust
particles with concentration>10° cni®. One may conclude that in spite of the
fact that the rate of losses of metastable atoms on the dust particle surface may
exceed the rates of their consumption in other plasma processes, their partial
contribution to ionization is higher than in losses on the surface of dust
particles. This result gives the quantitative representation of the effect of
metastable atoms and their interactions with dust particles on the ionization
balance in dusty plasma of positive column of glow discharge in neon.

4. CONCLUSION

The rate of losses of metastable atoms on the dust particle surface may
exceed the rates of their consumption in other plasma processes. Nevertheless the
partial contribution of metastable atoms to ionization is higher than their losses
on the surface of dust particles and increases with the increase of neon pressure.
Within the dust structure, the metastable atom concentration is higher than in
discharge without dust particles at the same discharge parameters. The ratio of
concentrations of metastable atoms and electrons is higher in presence of dust
structures and may increase with increasing dust particle concentration in certain
range of discharge parameters. The region of influence of dust structure on the
ratio of concentrations of metastable atoms and electrons exceeds the size of dust
structure that shows the nonlocal character of plasma particle interactions.
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Processes for charging of dust particles are well studied in various types
of discharges [1-4]. The charge of micron size dust particles in such discharges
can reach values of 300" elementary charges (e). Use of the electron beam in
the vacuum or in the gas with a low pressure allows increasing the charge of dust
particles up to the values of %00’ e [3]. These ways for charging of dust
paticles in air at the atmospheric pressure do not allow getting high value of
charge because of strong gas ionization. In this work we are shown the possibility
for obtaining of extremely high value of charge on metal and dielectric
particulates in air at atmospheric pressure in homogeneous electric field at the
large field strength.

A plane capacitors of 5 cm and 15 cm diameters with air gg® (-3
cm) were used. High speed video camera and laser were used to observe
particulates. For definition of the charge of particulates the additional top
electrode with an opening of 25 mm diameter was used. Three types of
unequigranular metal particulates and three types of dielectric particulates were
used (Table 1).

Table 1. Particulate types, sizes, average weight, dielectric permeability.

Material| Al Brass W Diamond Al,O3 | SIO,

a,u | 20-60 | 50-1590 50-150 5-7 20-40, 40-60

<M>, ug| 0,7 34 77 3x10-3 0,43 1,3

€ 16,5 8,5 6

A thin layer of particulates were poured on the bottom electrode of
capacitor about its center. The DC voltage was applied to the electrodes of the
capacitor. When the electric field strength had reached a certain value
particulates started to eject from bottom electrode and accelerated in the gap
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interval. The part of particulates took off through up the opening, and other part
of particulates was recharged and reflected from the top electrode and moved
down. The reflected particulates oscillated between electrodes. In the
homogeneous electric field, we can calculate the particulate charge from its
acceleration. Nevertheless we determined charge of particulates which have
taken off through the opening by height of their lifting over the top electrode.
Only the particulates which are taking off vertically up near an axis of the
opening were considered. For definition of the maximum charge particulates
with the greatest height of lifting were selected. The charge of particulates was
defined according to the law of energy conservation. The ejection of heavy metal
particulates occurred in case of electric field strefigth> 5 kV/cm. In that case
formation of streamers is observed. Cathode-directional streamers are formed at
first if the critical electric field strength is equal Es+ =4.7 kV/cm. At approach of
positively charged streamer to the polarized particulate on the cathode the local
electric field near the particulate is increased. In this case the particulates can be
ejected from cathode at the external electric field strength less than without
streamers. The particulate is polarized by external electric field and on its surface
there is a division of charges. If the polarized particulate is on the cathode a part
of its charge flows on the cathode. Taking this into account the force acting on
polarized particulate is calculated. The ejection of the particulate occurs, when
the force operating on it from electric field side, surpasses particulate weight,
F>Mg. Fig. 1 shows dependence of the reduced charge g/ea on particulates and
potential drop on the particulate sizey B necessary for the ejection of
particulates, from their weight.

-1
1oglea, B Eea, V
] W 1
Al 100
4
107 < -
10
+ =
3
10-5 Diamond T 4
10? +——rrrr—r—rrrr——r T —r—rrr—T—rrrrm
107 107 10" 10° 10’ 107

<M>g, ugr

Figure 1. Dependence of particulate charge and potential drop at ejected moment
versus particle weight. The continuous line — calculation curve, points —
experimental values of the average charge q for various types of particulate.
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From the offered mechanism of the polarization charging follows that
the charge of particulates increases with increase in their weight at invariable
size of particle, that is differ from all other ways of charging. The experimental
values q for heavy metal particulates lie below calculation curve that is
connected with that the ejection of heavy particulates occurs in rather strong
electric fields when streamers are observed in the gap interval. Formation of
streamers causes the particulate ejection from the cathode in electric §ields E
smaller strength (Fig. 2). From the Fig. 2 it is visible that particulates are ejected
from electrode surface under action of higher electric field strength in small gap.
This is the case of when streamers are not generated.

Eu. kW.om

—&-Brass
——Glass

-
T

r r S o r r
L[] 4 3 12 16 20 24 28
Gap, mm

Figure 2. Dependence of electric field intensity at ejecton of charged particulates
versus gap value.

Critical values of electric field intensity; s specified on the right axes Fig. 1 by
arrows for case when there are streamers in the gap.

The limiting charge value of metal particulates in size of some ten
microns can reach values of q ~°1010 elementary charges. The charges of
sich values can be obtained in nonequilibrium low pressure plasma under action
of electron beam with energy about 10 keV [5]. Formation of streamers is taken
place at the electric field strengthe® > 5 kV/cm. The results of streamers are
the reduction of the electric field strength needed to eject particulates from
electrode and decrease of particulates charge.
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Abstract. In this contribution we evaluated the net emission coefficients
(NEC) of the air for several arc radii. We also calculated the divergence
of radiation flux inside a infinite cylinder with fixed radius and fixed tem-
perature profile using the same input data. We tried to find the reasonable
correlation between the NEC and divergence of radiation flux to approxi-
mately describe the radiation transfer inside the infinite cylinder.

1.INTRODUCTION

The Net Emission Coefficient (NEC) was derived by Lowke [1] to
easily predict the energy loss of plasma due to radiation and even predict
the temperature profile. The way the NEC is derived limit its usage only
to the center of infinite homogeneous cylinder or sphere. It is therefore not
suitable for calculation of the radiation transfer inside the plasma.

To evaluate the radiation transfer inside the plasma the divergence
of radiation flux is generally used. The associated radiation transfer equa-
tion (RTE) is however very computationally demanding. Thus several sim-
plification approaches were developed including P, approximation, discrete
ordinates methods (DOM) [2] or ray tracing [3]. All these methods can
provide information about the divergence of radiation flux however they are
still more complex compared to the simple calculation of NEC.

In this contribution we tried to correlate the NEC with the di-
vergence of radiation flux. It is completely wrong in the sense of condition
under which NEC was derived. Nevertheless it can provide quick estimation
of the radiation transfer.

The NEC has two main parameters. Radius of the cylinder r and
temperature of the plasma inside the cylinder. The plasma composition can
be expressed as the function of temperature hence it is not directly included
if known for entire temperature range. By varying these two parameters it
is possible to match the NEC to the divergence of radiation flux.
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2.RESULTS AND DISCUSSION

In this study we considered the air plasma at the pressure of 1 bar
and calculated the plasma composition using the methods presented in [4].
Afterwards the absorption coefficients was calculated in the frequency range
from 10'3 Hz to 10'6 Hz with frequency resolution of 2 - 10! Hz. The tem-
perature was chosen between 3000 K and 25000 K with 100 K temperature
discretization.

The input data in the form of absorption coefficients was used to
calculate the NEC. The results are depicted in the figure 1 for several se-
lected arc radii. They are consistent with our previous results [5]. These
coefficients were used to calculate the required temperature to match the
divergence of radiation flux.
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EN (W.m'3.ster'1)
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5 10 15 20 25
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Figure 1. Net emission coefficients of the air plasma for various radius.

The divergence of radiation flux was calculated using one dimen-
sional discrete ordinates method (DOM). The infinite long cylindrical com-
putational domain was considered for the calculation with fixed axisymmet-
rical temperature profile. Three distinct temperature profiles as depicted
on figure 2 were used.

The calculated divergence of radiation flux are presented in figure
3. The results were obtained taking into account 45 unique ordinates and
taking advantage of the symmetry.

Given the way the NEC is derived it can not capture the absorption
part of the radiation transfer. Thus only the part where the divergence
of radiation flux is non negative was considered in the comparison. By
comparing the divergence of radiation flux to the NEC we were able to
produce a new set of temperature profiles. By using this supplementary
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Figure 2. Various temperature profiles used to calculate the divergence of

radiation flux.

temperature profile it is possible to scale the NEC to fit the emission part

of the divergence of radiation flux.
The obtained supplementary temperature profiles seems quite simi-

lar, only shifted. It suggest there might be a formula to evaluate them from

the original temperature profile.

5 ' ) v T
Profile 1 e
ol Profile 2 ——
g Profile 3 ---=---
2
c?"i
g
=
=)}
=
%
>
2
0 0.2 0.4 0.6 0.8 |
r (cm)

Figure 3. Divergence of radiation flux for different temperature profiles.
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Figure 4. Final temperature profiles used to match the NEC with divergence
of radiation flux. Radius r denotes the radius used for the NEC calculations.

3.CONCLUSION

We conclude that it might be possible to approximate the diver-
gence of radiation flux by using net emission coefficients. However more
investigation is needed to confirm this conclusion.
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Abstract. A generalized lightning traveling current source (GTCS) model with
the current reflections on both channel ends and the current partition has been
used to examine the line charge density along the lightning channel just prior to
the return stroke. Using very close vertical electric field waveforms measured at
0.1m and 15m from the channel core the values of the ground reflection as well
as the current partition coefficient are calculated. As a result a new channel
discharge function is obtained and the new distribution of the line charge density
along the channel is calculated. The results agree well with the measured or
estimated channel line charge profile in other studies.

1. THE GTCSMODEL

The GTCS model was established as a generalization of the traveling
current source-type models [1]. The current impulses move upwards and
downwards along the channel core, Fig. 1. The ratio between the current
intensity of upward and downward impulse is defined by current partition

coefficientp = dig‘) /diéd) , Where-o < p <+ . The reflections at the ground are

taken into a